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FOREWORD

On March 28, 1979, the Three Mile Island Unit 2 Nuclear Power Plant
experienced the most severe accident in U.S. commercial nuclear power
plant operating history. This report sets forth the facts concerning
the events of the accident determined as a result of an investigation
by the NRC Office of Inspection and Enforcement. The IE investigation,
which is based on the information available at this time, is 1imited
to two aspects of the accident:

1. Those related operational actions by the licensee during the period
from before the initiating event until approximately 8:00 p.m.,
March 28, when primary coolant flow was re-established by starting
a reactor coolant pump, and :

2. Thosesteps taken by the licensee to control the release of radio-
active material to the off-site environs, and to implement his
emergency plan during the period from the initiation of the event

~ to midnight, March 30.

These investigation periods were selected because they include the licensee
.actions which most significantly affected the accident sequence and its
results. ' '

The results of the IE investigation supports the reported population dose
from the accident, developed by an an hoc dose assessment group, which
included representatives of various cognizant Federal agencies. In its
report dated May 10, 1979, this group concluded that, "“Based on the

current assessment . . . the off-site collective dose associated with

the radioactive material released during the period of March 28 to April 7,
1979, represents minimal risks (that is, a very small number) of additional
health effects to the off-site population." At the same time, the IE
investigation identifies several inadequacies in the inplant radiation
protection activities of the licensee and criticizes the measurements of
off-site radiation levels made by the licensee. In spite of these identi-
fied flaws, no glaring inconsistencies have been found which would
significantly alter the conclusions reached by the ad hoc group.

The IE investigation also substantiates earlier conclusions concerning the
underlying causes of the accident and those factors that contributed to:
its severity. Inadequacies in six major areas have been confirmed:

1. Equipment performance (failures and maloperation).

2. Transient and accident analyses.

3. Operator training and performance.




4. Equipment and system design.

5. Information flow, particularly during the early hours of the
accident.

6. Implementation of emergency planning.

Perhaps the most disturbing result of the IE investigation is confirmation
of earlier conclusions that the Three Mile Island Unit 2 accident could

have been prevented, in spite of the inadequacies listed above. The

design of the plant, the equipment that was installed, the various accident
and transient analyses, and the emergency procedures were adequate to have
prewented the serious consequences of the accident, if they had been permitted
to function or be carried out as planned. For example, had the operators
allowed the emergency core cooling system to perform its intended function,
damage to the core would most likely have been prevented. There are other
examples set forth in the report where, had a particular operator action
been taken, the consequences of the accident could have been significantly
mitigated. On the other hand, had certain equipment been designed differently,
it too, could have prevented or reduced the consequences of the accident.
The results of the investigation make it difficult to fault only the actions
of the operating staff. There is considerable evidence of a "mind set,"

not only by TMI operators but by operators at other plants as well, that
overfilling the reactor coolant system (making the -system solid) was to

be avoided at almost any cost. Undue attention by the TMI operators to
avoiding a solid system led them to ignore other procedural instructions

and indications that the core was not being properly cooled. Without this
"mind set" they might well have acted to preclude or better mitigate the
accident. Subsequent actions have been required by NRC to retrain all
Ticensed operators in an effort to preclude recurrence. Upgraded procedural
instructions have also been required.

It is clear that substantial effort is needed, by both the NRC and the
industry, to assure that these lessons learned concerning the TMI accident
are implemented at other facilities. Within the NRC, early action has been
taken to inform other nuclear power plant Ticensees of the circumstances .
surrounding the Three Mile Island accident and to require immediate imple-
mentation of compensatory measures to prevent occurrence of similar accidents
elsewhere. In addition, a special Lessons Learned Task Force was established
in the NRC Office of Nuclear Reactor Regulation. This group has studied the
Three Mile Island accident and has issued a report (NUREG-0578) containing
short-term recommendations that will significantly improve continued safe
operation of Ticensed nuclear power plants. The IE investigation adds
further emphasis to the need for such plant and procedural modifications.




Because they have the benefit of hindsight, most retrospective investi-
gations like this tend to emphasize areas where people and equipment

did not perform as desired. The IE investigation team made a concerted
effort to evaluate the reasoning processes of the people who were
operating the plant during the course of the accident. The report con-
tains the team's conclusion as to-whether or not the operating staff's
actions were appropriate in light of the training and factual information
available to-them at the time they had to make decisions as to what
course of action to follow.

Further study is clearly needed with respect to the contributions of
various other organizations that influence the operation of nuclear power
plants, including designers, reviewers, builders, vendors and regulatory
agencies. These various studies are now underway; most notably the
Presidentially appointed Kemeny Commission, as well as a wide-ranging
internal NRC study under Mr. Mitchell Rogovin. A full assessment of all
the underlying causes of the Three Mile Island accident must await
completion of these studies. :

The findings of this IE investigation will be the subJect of appropriate
enforcement action in accordance with the Commission's regulations
(Part 2, Title 10, CFR).

Z
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Director
Office of Inspection

and Enforcement

ello, Jr.
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PREFACE

» This Report was prepared by the investigation team assembled by the
Office of Inspection and Enforcement of the U.S. Nuclear Regulatory Commission
to investigate certain-aspects of the accident at the Three Mile Island

Unit 2 facility on March 28, 1979. '

The investigation by the Office of Inspection and Enforcement had two.
basic goals:

0 To establish, in a comprehensive manner, the facts concerning the
events of Three Mile Island accident during the period investigated.

0 To evaluate the herformance of the Licensee in association with
the Three Mile Island accident as a basis for corrective action
or enforement action as appropriate.

This report contains a factual recounting, to the extent it has been
possible to establish at this time, of the significant operational and
radiological events that transpired during the early hours and days of this
accident. The report further provides an analysis of the actions of the

licensee staff in light of those facts when compared to the NRC requirements
to which they are subject. '

This report is critical, in several instances, of the actions taken by
the licensee staff during that accident and in the first few days thereafter.

The perspective we ask the reader to retain is to be'aware that reports
yet to be issued by other investigatory bodies may address evaluation of
other organizations associated with the Three Mile Island facility. These




organizations include the designers, reviewers, builders, vendors, and

regulatory agencieslthat are or were involved with this facility.

This report is not a definitive study of every facet of the Three Mile
Island accident. Nor is it an engineering evaluation of the accident.
Those evaluations are being done by other Offices within this agency as
well as by other organizations. The reports from other ongoing investigations
and studies will be needed to fully understand the causes of this accident
and the appropriate actﬁons to be taken as a result of that understanding.
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Introduction

.a. Location of Plant

The Three Mile Island Nuclear Station is located on Three Mile Island
in the Susquehanna River, approximately 10 miles southwest of Harrisburg,
Pennsylvania. It is in Londonderry Township of Dauphin County- - -Goldsboro is
located 1.2 miles west of Three Mile Island and Middletown is located 3 miles
north of the facility.

Three Mile Island is one of the largest of a group of islands ih the Sus-
quehanna River and is situated about 900 feet from the east bank. It is elon-
gated parallel to the flow of the river, with its longer axis oriented approxi-
mately due north and south.

An access bridge connects State Highway Route 441 with the north end of
the island. A wood access bridge connects the south end of the island with
Route 441. Route 441 is a two-lane black-topped road which runs north and
south, parallel to Three Mile Island on the east bank of the Susquehanna River.
Route 441 is approximately 2,000 feet from the reactor buildings at the closest
point.

On the east bank of the river there is a one-track railroad line adjacent
and para11e1 to Route 441. On the west bank of the Susquehanna River, a dis-
tance of approximately 1 1/4 miles, there is a multi-tract railroad line and
a two-lane, black-topped road.

b. © Facility Description

Two pressurized water reactors (designated as Unit 1 and Unit 2) are
located on Three Mile Island and, together, constitute the Three Mile Island
Nuclear Station. The licensee of the two units is the Metropolitan Edison
Company of Reading, Pennsylvania.

Unit 1 was licensed to begin operation on April 19, 1974, at a rated power
not to exceed 2,535 megawatts thermal. It achieved criticality on June 5, 1974,




and went into commercial operation on September 2, 1974. Unit 2 was licensed

to begin operation on February 8, 1978, at a rated power of 2,772 megawatts ther-
mal. It achieved criticality on March 28, 1978, and went into commercial opera-
tion on December 30, 1978. The nuclear steam system supplier for Unit 2 was

Babcock and Wilcox and the architect-engineer was Burns and Roe.

c. Purpose/Objectives of Investigation

On the morning of March 28, 1979, Unit 2 of the Three Mi]e Island Nuclear
Station experienced an operational transient which evolved into an emergency

situation requiring activation of the Three Mile Island Site Emergency Plan.

The scope of this investigation was described by the Acting Director,
Office of Inspection and Enforcement, in memoranda to the Commission dated
April 20 and June 8, 1979. These memoranda are included in Enclosure 1 to
this report. The stated objectives of this investigation were:

1. To gather facts concerning the incident, its cause, effect(s), and

the licensee's response; and

2. To evaluate these facts as a basis for corrective or enforcement
action, as appropriate.

d. Scope of Investigation

The operational portion of this investigation examined selected preaccident
conditions for a period prior to March 28, 1979, and operational events during
the period 0400 hrs to 2000 hrs on March 28, 1979. Areas investigated included:
operations staff qualifications and training, operating events, operator actions
and management actions.

The radiological portion of‘this investigation examined selected preacci-
dent conditions and emergency response activities during the period 0400 hrs on
March 28, 1979, to 2400 hrs on March 30, 1979. Areas investigated included:
detection and classification of the emergency; emergency organization activa-

tion; notifications; environmental assessment and protective actions; effluen?
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monitoring and corrective actions; and in-plant radiological assessment and
protective actions.

This investigation did not include an engineering evaluation of the acci-
dent. Such evaluations are being prepared by others.

e. Sources of Information

Investigators examined records, conducted interviews of and discussed
matters with involved personnel, and made observations of facilities and equip-
ment. In the radiological area, scarcity of records caused greater reliance
on other sources of information, especially interviews. In making conclusions,
the investigators have attempted to reconcile conflicts by using the best
available information. A listing of those interviews is included in Enclosure 2
to this report.

f. Noncompliance

Several matters which are under consideration as'potentia1 items of noncom-
pliance were identified during this investigation and are listed in Appendices
I-B and II-F of this report. These matters are under review and will be handled
through the enforcement channels of the Office of Inspection and Enforcement.
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TMI INVESTIGATION -

SUMMARY OF OPERATIONAL ASPECTS

PREACCIDENT CONDITIONS

On March 28, ]979 during the first '5 hours of the 11-7 shift (2300
hours, March 27, 1979 to 0700 hours, March 28, 1979) the Three Mile Is]and
Unit 2 facility was operating at anproximate1y 97% power with the Integrated

AContro],SyStem in full automatic. Normal makeup, reactor coolant pdmp‘sea1'
injection, and letdown were in operation. The reactor coolant system’(RCS)
boron concentration was 1026 ppm, with the pressurizer spray throttled open
and pressurizer heaters energ1zed to equalize RCS and pressurizer boron
concentration. '

‘ A1l system and core phyaics-survei11an¢e testing required by Technica]
Specifications was current, and the facility was in one identified L1m1t1ng
Condition for 0perat1on ACTION statement of those’ spec1f1cat1ons ‘The
borated water storage tank to spent fuel pool isolation valve (DH-V157) was
open to permit BWST recirculation. This ACTION statement time limit would
have expiredvat 1500 hours on March 29, 1979. The RCS leakage as calculated
by the licensee was within Technical Specification limits, with the'identified '
Teakage being that accumulated in the reactor cbo]ant drain tank (RCDT).
This leakage was identified as being from the.electromatic relief valve
(EMOV) and/or one or both pressurizer code safety valves. A review by the
investigators of the RCS leakage procedure showed the procedure to be in
error, and the fac1]1ty was actually operating with an un1dent1f1ed 1eakage
in excess of Technical Specification limits.




The assumption'by the licensee staff of EMOV and safety valve leakage
appears reasonable based on EMOV and safety valve discharge pipe_temperatures.
The leakage was sufficient to cause the temperature of the discharge pipes
(~200°F) to be in excess of specified limits (130 F) in plant procedures,
.and the facility had been operat1ng contrary to these limits for an extended
period of t1me |

The operat1ng staff on duty in the contro] room dur1ng the 11 7 sh1ft
of March 28 1979, was in accordance with Techn1ca1 Spec1f1cat1ons Each
licensed staff member was satisfactorily current with regard to the require-
ments of the- 11censee s requa11f1cat1on program for licensed operators
Shift cond1t1ons as regards personnel behavior and activities were norma]

" and the only unusua] log book entries indicated an increase in the amount .
of water befng added to the makeup tank when compared to that of previous
shifts No evidence was found showing any maintenance -on safety re1ated
components was 1n progress at that t1me

The shift foreman and two aux111ary operators were engaged in trans-
ferr1ng resin from condensate po11sher tank No. 7 to the res1n regenerat1on
tank. Th1s act1v1ty was a carryover from the prev1ous shift, and a tota]
of about 11 hours had already been expended attempting to comp]ete this
transfer. Difficulty was being encountered in this transfer and was attributed
by licensee staff to a resin b1ockage in the transfer 11ne and shift
personnel were 1nvo1ved in an attempt to clear 1t

TURBINE TRIP AND PLANT RESPONSE

At this time;’and'probab]y as a result of actions taken to clear the
resin blockage in the transfer line, the plant experienced a total loss of
feedwater initiated by a loss of condensate flow with an almost simultan-




eous trip of the'main turbine at 04 00:37. A1l emergency feedwater pumps
started as designed, the reactor continued to operate at full power in
accordance with its protection system de51gn .and RCS temperature and
pressure increased for approx1mate1y 8 seconds. The EMOV opened as designed
at its setpoint of 2255 psig. The reactor automatically tripped when the
high RCS pressure trip setp01nt was reached.

With the_trip of the reactor,'the RCS experienced an expeoted coolant ‘
contraction, loss of inventory, cooldown, and the attendant reduction in
RCS pressure. The EMOV failed to close when its ciosure setp01nt was -
reached about 13 seconds later. This failure was not recognized by the
aoperating‘staff for more than 2 hours. = At approximately one minute after
the start of the accident, the pressurizer level stopped decreasing and
began to rise. This rise continued until approximately 6 minutes after the
accident, when the level went off scale indicating that the pressurizer was
completely f111ed with water (a "so]id" pressurizer) Operator efforts to
control’ the 1eve1 of the pressurizer included. throttling high pressure
injection which initiated automatically at 2 minutes and 1ncrea51ng Tetdown
flow to the maximum extent possible. These efforts were 1arge1y unsuccess-
ful. RCS pressure began to increase moderate]y as the pressurizer went
-so]id’ At this time, the RCS temperature was also increasing. This increase
would a]so‘contribute'to the pressure rise since saturation conditions now
/ existed in the Toops.. ' B

This indication of high pressurizer level was caused by voids, either
discrete or distributed that formed in the reactor coolant syStem coup]ed
) with the open EMOV. ‘ The open EMOV vented the steam space of the pressurizer
causing a rapid insurge into the pressurizer. At 8 minutes into the accident,
an operator, upon seeing cont1nu1ng low once- through-steam- generator (OTSG)
levels and decrea51ng OTSG pressures, searched his pane]s for the cause e




The block valves on the emergency feedwater headers wefe found closed.

~ Upon opening the block valves, which admitted emergency feedwater to the .
0TSsG, a rapid”tpo]down:of the RCS and corresponding RCS pressure decrease
occurred. \

At approximately 14 minutes, the Reactor Coolant Drain Tank (RCDT) .
- rupture disc burst, discharging water and steam into the reactor building
and causing a further increase in building pressure (which had begun with
11ft1ng of the RCDT relief va]ve) from the cont1nued d1scharge of reactor
coolant into the open RCDT. ' ‘ '

Reactor coolant inventory loss continued w1th the RCS, under saturation
conditions. This continuing loss was caused by the d1scharge of coolant to
the reactor building through the open EMOV, coup]gd with sustained low
rates of coolant injection. Reactor coo]ant‘pump (RCP) appareht output flow
rate decreased while they continued to be_operated outside pressure operating
limits. The staff secured the RCPs in the B loop at 74 minutes, and the A
loop RCPs at 101 minutes, with the staff expecting that natural circuiation
would occur. However, the plant parameters were outside defined pressure/
temperature-1imits for natural convection. After the trip of the B loop -
"RCPs, the operating staff believed that the B OTSG had developed a secondary-

to~ containment leak and this generator was isolated.

By this time, after receiving initial eérTy notification -of the trip,
plant management had become aware of the worsening situation and called for
‘key individuals to come to the site. RCS pressure continued to decrease
and temperature increased as a result'of the failure of‘natura] circulation
to develop because both 1oops were vapor bound; the lack of any other
adequate heat sink be1ng available to accommodate the core decay heat; the
cont1nu1ng unrecogn1zed reactor coolant loss through the EMOV and the




throttled high-pressure-injection flow. This throttled high'pressure
.injection flow was justified by the operators'becausebof the apparently.
satisfactory but actually misunderstood pressurizer level. The RCS pressure
‘decreased to a low point of 660 psig at 2 hours and 19 minutes when the.
leaking EMOV was,diagnosedfand closed, and RCS pressure began‘té increase.
The pressure increase appears to be associated with the heétihg of the
remaining RCS contents by core decay heat, a change in RCS inventory made

by modest increases in high pressure injection, and a zirconium-water
reaction. The operating staff be1i§ved up to this time, that no substantive
inventory loss from the RCS had occurred. This belief was based on the
misunderstood pressurizer level, without regard for the Tow. RCS pressure.

At approximately 2-1/2 hours into the accident, substantial fractions
of the reactor core were uncovered and had experienced sustained high
temperatures. This condition would be expected to result in fuel damage,
substantial reTeaées of core fission produéts, and hydrogeh generation.
The magnitude of these conditions were not recognfzed by the plant staff.

With the arrival of senior management, the .declaration of a General
Emergency, an emergency command team was established with the Station
Manager‘as‘Emergency Director. Additional unsuccessfu1.attempts to estabiish
sustained forced cooling with one or more RCPs were made. The plant staff
was faced with the following conditions: R

0 an inability to achieve forced or natural circulation in‘thé RCS

0 high incore and loop temperatures, Which were considered to be
too high to be realistic '

0 an apparent inability to co]iapse the voids in the loops despite
"the in@reased system pressure and the high pressure injection
flow which by now was increased.




Unsuccessful efforts to collapse the voids in the 1oops were continued -
for approximately 2 hours at about 2000 psig. Because of a growing staff
concern over the ability of the EMOV b]ock valve to cont1nue to remain
functional 'under a high use rate, the decision was made to reduce system

pressure and ‘float the core flood tanks on the RCS as an assurance of
| adequate core coverage and as a pre11m1nary step in 1n1t1at1ng the use of'
~the decay heat removal system. This depressuriiation was accomplished in
approximately one hour, using the EMOV flow path to the feector building, -
and the RCS was held in thiS‘1ow-pres$ure condition for the next 5 hours.

The failure of the core flood tanks to inject a substantial fﬁaetfon
of .their vqlume was iﬁterpreted as an.indication that the core was covered.
The piping from these tanks contains large loop seals that prevent them
from being used effectively for the purpose of ensur1ng sat1sfactory core
coverage. The design function of these tanks is to supply water to the
vessel in the event of a 1arge break LOCA, wh1ch did not occur during this
accident. )

The extended period ofvfow pressure appears to have assfsted in the,
release of hydrogen gas from the RCS. This hydrogen resulted from a significantu
metal-water reaction with the zirconium fuel cladding. Seme of this gas
burned in the reactor bui]ding at about 10 hours after the accident’producing.
. a-rapid pressure spike (28 psig) in the conta1nment Thisbpressure spike
rece1ved re]at1ve]y 1ittle attention from the majority of the plant staff
w1th.many of them being unaware that it had taken place. However, it is
also possible that the re]ease of this noncondensible gas trom the RCS
contributed to the later apparent success of theistaff in éo]1apsing the
voids in at least one of the reactor loops (A loop, to which the pressurizer .
is cennected). -This increasing success in establishing whet appeared to be
some degree of natural circuiation,-despite continuihg high temperatures in




portions of the system, led the plant staff to conclude that they had
.ach1eved .a reasonably stable set of conditions.

The Station Manager left the Emergency Contr01 Center (Unit 2 control
room) at approximately 1400 hrs (10 hours after fhe start of the accident).
He was absent for approximately:2-1/2 hours to attend a meet1ng with the
Lt. Governor of Pennsylvania. During his absence, another staff member
acted as Emergency Director under add1t1ona1 genera] gu1de11nes dictated by
the Station Manager. ' - |

After the return of the Station Manager the p]ant staff was directed
by corporate management to take the RCS to high pressure to co]]apse the
remaining voids. -During this final repressur1zat1on, the decision was
reached to attempt another Start of a reactor coolant pump to establish
forced circulation. Th1s was successfu]]y achieved at 1950 hours on March
28, 15 hours 50 m1nutes after the start of the accident.

_SHIFT CREW ACTIONS

~ When the originalvturbine trip occurred, the shift crew on duty took
the appropriate initial response actions indicated for a combined turbine-
~ trip/reactor trip initiated . as a result of a loss of main feedwater. These
actions included control manipulations, ver1f1cat1ons of automatic act1ons,'
and notifications of appropr1ate personnel. '

The misunderstqod>pressurizer level, and the conditioning instilled in
the operators by their training andbexperience to avoid a solid-pressurizer
condition at all times caused the shift crew, and those who responded early -
in the transient to provide ass1stance to take a series of actions that
were contrary to procedura] requ1rements and/or to prudent operat1ng pract]ces




These actions led directly to a suff1c1ent lToss of reactor coolant 1nventory
to cause core damage. For a period of as much as 2 hours, a reversal of
these actions could have prevented the extensive core damage that occurred,
~although some degree of damage may still have been experienced.

. _ . , :
Among the actions taken that contributed to the accident were:

0 The throttling of high pressure injeétion to a minimum, averaging
‘ only 70 gpm net input to the RCS for the first 3 1/2 hours of the
“accident; '

0 .The continued operation of RCPs at RCS pressures below the procedural
. requirement which requires they be tripped which maintained a »
water supply at the pressurizer surge line and resulted in-a
sustained higher mass flow rate thfough the EMOV;

0 The failure to isolate the EMOV after the RCS pressure continued

' to fall, the RCDT rupture disc had blown, and the reactor bui]dfng
sump pump operétion indicated a large discharge of waterwfrom the
buiIding;,

) The failure to establish the conditions for natural circulation.
when the combined RCS pressure and temperature conditions were
outside the procedural requirements. '

_ Other actions were taken by the shift crew members during the early
hours of the accident that did not directly contribute to the accident,-but'
wou]d-haVe‘severé1y jmpaired.the response -of safety-fe]afed equipment had
other plant conditions developed. ‘Among these were:




o Disabling the automatic start features of the ehergency diesel
| generators making them unavailable for répid starting in the
.f event of a power failure dUring the course of the acéidént.
(This condition was noted after plant management arrived, but was
“only partially corrected by restoring control room start capabi]ity.)

0 Isolating the core flood tanks early in the event so they were
not available to discharge their contents into the vessel. The
RCS pressure dropped to within 60 psi of the core flood tank  '
pressure just before the EMOV was isolated, and the core flood
tanks apparently had been isolated prior to this time'based on
- the continuing belief of the plant staff that no loss in inventory
" had occurred. o

EMERGENCY STAFF ACTIONS

With the arrival of plant management and the establishment of an
Emergency Organization, one of the initial actions taken was to increase
high-pressure-injection flow rates to_a]]dw ECCS to function as it would if
operators were not present. This apparently resulted in eventual fef]ooding
of the core. The aéfidns taken over the next 13 hours that éventua]]y-1ed
to the successful operation of one of the feactor coolant pumps (RCP-1A)
have been summarized earlier. . '

The Emergency Director (the Station Manager) formed a management team
for overall conduct of the emergency by assigning specific individuals
responsibility for different functional areas. A system of periodic meetings
with that team for status review and decision-making was established.
Decisions were ultimately made by the .Emergency Director fol]dﬁing consq]tation
with that team, with input from offsite management. Team members then -
- conveyed the decision to the plant staff for implementation.




‘ Within’hqprs of its formation, the management team found themselves
between two desired stable states of forced circulation, being unable -to .
use the RCPs at high pressure or the decay heat removal system at Tow
pressure. Natura) circulation was s1m11ar]y unattainable because of vapor
binding in the loops. ' o '

Their efforts throughout the course of the accident were to move
toward one or the' other of these des1red conditions before the borated
water storage tanks (BWST) inventory was exhausted and they would be forced
~ to use the water on the reactor building floor.

Plant parameter information was uti]ized by the feam in planning
courses of action to move toward either of these des1red cond1t1ons w1th
severa] notab]e except1ons

o  The persistent disbelief of high temperature data from incore
thermocouples ‘and system RTDs. This was based on the rationale -
that the former were not safety grade equipment, while the 1atter
were outside the calibrated range of the detectors;

o The failure to recognize ‘the fact that a full pressur1zer did not

prov1de assurance of core coverage

"0 The failure to recognize the significance and .pursue -evidence of
the pressure spike that occurred in the reactor building; .

0 The failure to recognize the fact that small decreases in coré
flood tank 1eve]fdid not provide assdrahce~of'core coverage;

1
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" For each;ef the’above areas, the ihvestigation did ‘not attempt to
conclude whether the course of subsequent events would have or could have
been altered. - '

In the case of the high temperatures, acceptance of the temperature
data as valid might ‘have prompted a higher high- pressure'fnjection'f1ow
rate and a re]uctance to subsequent]y depressurize the p]ant to use the
core flood tanks. However had that occurred, it cannot be ascertained
whether RCP operation could ever have been established in 1ight of the then
unrecogn1zed Jdnventory of noncondensibles (hydrogen) that was in the 1oops
and reactor vessel as a’ resu]t of the z1rcon1um water react1on

Similarly, the general fecognition of the pressure spike in the reactor
building might have 1ed‘the'Statﬁdn'Managef to conclude that conditions -
were not sufficiently stable to justify 1eeving the site. -His remaining on
the site might have a]tered‘the'subsequent actions taken,‘of'the timing of
those actions. | - A

QFFSITE . TECHNICAL SUPPORT

_The provision’of substantive technical support to the management team
directing emergency actions on operational matters suffered primarily as a
result of communication difficulties. This was evidenced in three ways:

o Information (both deta and plans) transmitted to offsite support,
which had been hurriedly mobilized, suffered from time delays.
Thus, the offsite groups were dealing with historical and limited
data. ' o

11




) The indiyidua]s.who'had to provide data to offsite,gfoupsAhad
concurrent. duties pertaining to the management of the emergency. -
The emergency duties always took precedence as would be appropri-
ate. ' ' L

o The physical communications facilities were inadequate to handle
the volume of information requests and transmittals that this
kind of accident required. ' ‘

The investigation has concluded that these communication problems are
related to the misconception that the enVé]ope of the analyzed major éccidents
for this facility are the limiting events. The duration of these analyzed
~ events are projected to occur in a relatively short time frame. The provision
of the mechanisms needed to mobilize and communicate with substantial
offsite technical support on a real-time basis as an accident .progresses
had, therefore, not been warranted as a part of emergency p1anning. |
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SUMMARY OF RADIOLOGICAL ASPECTS

Health physics operations at TMI Unit 2 were routine prior to 0400 hrs
March 28, 1979. The norma]ycqmp1ement of radiatiqn protection staff was on site.
The emergency plan and imp1ementing7procedures had been rehearsed and
evaluated during seven drills conducted in the past year. Most plant
personne] had received tra1n1ng in their emergency plan duties. Hewever
some workers who would compr1se Emergency Repa1r Party Teams and Rad1o1og-
ical Mon1tor1ng Teams had not receqved adequate tra1n1ng in use of emergency
survey instrumentation and 1n rad1at1on protect1on procedures. Routine
retraining of rad1at1qn/chem1stry technicians was not up to date. While
radiation protection training of fhe~p1ant staff had been sufficient to
imaintain personnel radiation exposures within 1imits during normal operations
(when radiation levels were‘1OW), it had not prepared workers to cope with ‘
the high radiation-1eye1s that would soon exist inside the Unit 2 auxiliary
and fuel hand]ingcbui]dings. .

Less than half of the portable radiation survey instruments were
operational. Several installed area radiation monitors and airborne radio-
~activity monitors, which were not essential for normal operations, but

would have been useful during the emergency, were out of service for repair.

F1fty self-contained breath1ng dev1ces and 175 half and full-face
resp1rators were on site. Large. quant1t1es of protect1ve c]oth1ng were
available. A1l essential communications systems were operat1ona1, Three
emergency environmental monitoring kits containing survey and counting
instrumentation and personne1 monitoring devices were in place. One of the
three kits was later found to have an inoperable ihstrument for field
measurement of radioactive iodine. EnVironmenta] air\samp1ers were eperating ’
at eight offsite locations, and envirenmenta1 TLDs were in position at 20
locations. Tanké in the Tiquid radWaste system were filled to about 60% of
capacity. Valves were aligned to pump the reactor building sump to the
auxiliary building sump tank. Vent11at1on exhaust from fuel handling and

auxiliary buildings was through high-efficiency filters and charcoal adsorbers.
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At 0400 hrs' the Unit 2 turbine and reactor tr1pped At 0411 hrs,'there
was a reactor bu11d1ng sump h1gh water level a]arm By 0415 hrs, the reactor
coolant pressure had dropped from 2435 psig at the time of the reactor tr1p to
approximately 1275 psig. This pressure was below the setpo1nt for emergency
core coo1ing system initiation (1600 psig). At 0415 hrs there was a pressure ;
rise of 1.4 psig inside the reactor building. A s1te emergency should have
been dec]ared based on these indications and cr1ter1a in the S1te Emergency
Plan. However because the drop in reactor pressure wds believed to be
under control, and the reactor bu11d1ng pressure 1ncrease was cons1dered to
be slight, and because there was no evidence of,a re]ease of rad1oact1v1ty
from the station, an emergency was not declared. Subsequent]y,gthere were‘:
several rad1at1on monitor alarms .indicative. of an emergency s1tuat1on but

no emergency was declared.

At 0622 hrs the f1rst rad1at1on monitor response to c1add1ng fa11ure
~ occurred. Rad1at1on levels continued to increase and: a site’ emergency was

dec]ared at 0655 hrs based on these alarms.

The emergency organization was prompt1y activated fo]}ou{ng the declara-
tion of a Site Emergency. The Station Manager arrived in the Unif 2 control
" room at 0705 hrs and re1ieued the Shift Supervisor.as,Emergency'Director;
Initially, the emergency organization approximated the planned organization
described in the TMI Emergency Plan. An exception was that Repair Parties
were assembled and controlled by both the Emergency Control Center (ECC)fjn '
the Unit 2 control room and the Emergency Control Station (ECS) in the
Unit 1 health physics/ chemistry'lab area. Accord1ng to Emergency P]an
Implementing Procedures,. the Repair Party was to assemble only at the ECS
under the direction of the Superv1sor of Ma1ntenance and coordinated

- through the Supervisor of Radiation Protection.

0ffs1te consequences were assessed by performing dose rate calcula-
tions. Because of errors in these calculations, the dose rates 1n1t1a11y
‘predicted (10 and 40 rem/hr at Goldsboro) were higher than actual dose
rates. Radiation measurements- by survey teams revea]ed_actua] doses were
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low (less than 0.001 rem/hr at Goldsboro). Offsite_agencies'and suppoft _
groups were notified of the Site Emergency by telephone. At 0724 hrs,;a General
Emergency was declared based on radiation levels inside the reactor building.

Again, offsite agencies and groups were phoned.

vFo]]owing the turbine trip, aboutb8000 gallons of reactor coolant were
pumped from the reactor building sump‘fo the auxiliary building sump tank.
This‘transfer‘was,termjnated at 0438 hrs and was not resumed. The auxiliary
bui1ding sump -tank overflowed to.the auxiliary building sump, causing water
containing a fe]ative]y low concentration 6f’radi6activity to back up " '
through floor drains onto the fuel handling building and auxiliary budeing :
floors. Following fuel damage, the cOncentraiion of radioactivity in the
reactor coolant increased by several orders of magnitude. A flow of this
“highly contaminated reactor‘coo1ant was maintained through the makeup and.
purification system for several days following the accident. .- This flow was
the principal pathway by which radioéctivity was transferred from the
damaged reactor core to the auxiTjary and fuel handling buildings, and -
ultimately to the environment. ‘

Gases evolving from reactor coo]ant‘jh the makeup and purffication
system were collected in the waste gas system. Small Teaks ih‘these systems
were of.1itt1e-radiolog{ca1 éighificénce during norma1;operqtion. Howevef,
following fuel damage, radioactive gas leaks caused very h{gh concentra-
tions of airborne radioactivity ihside_thefauxiliary énd fuel handling.
bdi]dings and resulted in much higher than norma1 environmental releases
via ventilation exhausts from these budeings; Radiation levels in the
vicinity of some makeup and purificatﬁon system components exceeded the
limits of the 1fcensee's measurement cépabi]ity (i.e;; greater than 1000
R/hr). High radiation 1eve1s;1nside the Unit 2 auki]iary building caused
full 'scale- readings on several statibn eff1uent'monitors.‘A full séa]e
reading for the plant vent gas monitor is equal to 2.8 E-2 pCi/cc of xenon-
- 133. The particulate and iodine monitors wéré off-sca]e'due to'intéfference
from the'1arge amounts of.radioactive noble gases. o | '
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“As hazards from direct radiation and airborne radioactive material”
_developed rapidly in the Unit 2 auxiliary and fuel handling buildings, the
licensee attempted to control the in-plant radiation protection'program in

accordance with Emergency Plan Implementing Procedures.

The ECS was established in the Unit 1 chemistry and health physics -
area according to Emergency Plan Implementing Procedures. The activities
~ of Radiological Monitoring and Repair Party Teams were to be directed by
the Supervisor, Radiation Protection (ECS Director) from this location.

A Unit 2 reactor coolant sample was collected in the nuclear sample
room at about 0845 hrs without ‘the knowledge of the ECS Director. The nuc]ear
sample room and primary chemistry laboratory are located in Unit 1 near the
ECS. Collection of this samp]e resulted in an ‘immediate increase in radiation
and airborne rad1oact1v1ty levels at the ECS, causing the ECS to be evacuated
to the Unit 2 control room. The high radiation Tevels d1sab1ed the Unit 1
counting room, which contained the only instrument on s1te capab]e of

performing gamma isotopic ana]yses

The individuals who collected and analyzed this sample did hot take |
appropriate precautions. Sampie containers were handled directly without
use of remote'tools or shielding.to reduce hand exposure, extremity dosimetry
was not worn on hands, and no air sémp]é was collected. If the sample
lines had been properly recirculated or fTushed—brior‘to’samp]ing, the
individuals would 1likely have received significantly greater radiation
exposure. ‘ ' ' ' o

Shortly after the ECS was established in the Unit 2 control room,
~airborne radioactivity began to increase, as measured by the control room
incoming air monitor. At about 1017 hrs, personnel weré requested to pUt on. -
respiratory protective devices (particulate filter masks), based on an

alarm of the control room air monitor and an air sample that indicated high -
gross beta radioactivity. Control room personnel rema1ned in resp1ratory '
protective devices for about six hours. ~ Isotopic ana]ys1s of ‘an air samp]e
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would have likely shown that respirators were unnecessary; but, the isotopic
analysis capability had been lost.

The ECS was relocated to the Unit 1 control room at 1012 hrs, maintafning
the responsibility for coordination of the onsite and offsite environmental
survey teams but relinquishing control of the inplant radiation protection
program to the Supervisor, Radiation Protection and Chemistry who remained
in the Unit 2 control room. :

At 1110 hrs; all nonessential personnel were evapuafed from the site.
Evacuees were surveyed for contamination at the'assembly areas, éxit'gates,
and at an area established offsite at the 500 kV substation. Several
individuals were found to be contaminated.

During the evacuation, the auxiliary building access control point was
relocated from outside the auxiliary building entrance to the Unit 2 control
room because of increasing airborne radioactivity in the auxiliary building.

This-left no positive control over entries into the auxiliary building.

Although the Supervisor, Radiation Protection and Chemistry briefed
some individuals and, at times, directed radiation/chemistry technicians to
accompany Repair Party Teams.into the auxiliary building, several entries
were made without his knowledge. These entries were made into areas of
high airborhe radioactivity and whole-body exposure'rates in excess of
100 R/hr. In at least one instance, survey intruments were not used. Two
individuals who entered the auxiliary building received a whole-body dose
of radiation in excess of a regulatory limit; otheré became contaminated
and received unnecessary doses. At times, high-range pocket dosimeters
could not be located and were not worn. Items of protective clothing such
as hoods, when not readily avai]ab]e! were not worn, resulting in several
instances of head contamination. Extremity monitoring devices were not
worn. Air sampling was not performed in the auxiliary building, in the and
- where ‘workers were exposed during the period from about 0900 hrs on March 28
through midnight on March 30. Approprfate respiratory protective devices

were not always worn.
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In at least two instances, individuals failed to leave high radiation
areas in the auxiliary building when their radiation survey instruments
failed or deflected full scale. In one of these instances, this resulted

in a whole-body exposure in excess of regulatory limits.

An example which indicates that the radiation protection and chemistry
staff was not adequately trained to cope with the hazards which existed
occurred during the sampling of reactor coolant on March 29. The sampling
was at the direction of the Supervisor, Radiation Protection and Chemistry,
and was performed by a éhemistry foreman with assistance from a radiation
protection foreman. -

Although the need for a reactor coolant sample was known for sevéra]'hours,

less than one hour was devoted to planning and preparation for taking it.

The two foremen entered the nuclear sample room to survey the area and make

the valve Tlineup to recirculate the sample at about 1600 hrs March 29. They
wore protective clothing, full-face respirators with iodine adorbing cartridges,
and high-range pocket dosimeters. No air samples were taken to evaluate '
airborne radioactivity, and no one was assigned to time their exposure.

Neither remote valve operating nor sample handling tools were used.

The exposure rate to operate a sample valve was remembered to be
90 R/hr. About 300 ml of reactor coolant was collected in a hand-held
polyethlyene bottle. A 100 ml aliquot of this sample in a graduated cylinder

produced a radiation exposure rate of 400 R/hr at a distance of 1 foot.

A second sample was collected in a beaker. A portion was removed and
ptaced in a small vial. The remainder was titrated with hydrochloric acid
in preparation for a boron analysis. Another chemistry foreman, wearing a
particulate filter respirator and no extremity monitoring, performed the
boron analysis.

After the operation, the three individuals were found to be contam-

inated. Decontamination was incomplete, and residual contamination remained
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on-small areas of one individual's skin for over 30 days. The licensee
reported one chemistry foreman received a whole-body exposure, as measured
by his TLD, in excess of NRC 1imits. The NRC evaluated the handling of

this sample and concluded that, in addition to the reported whole-body

dose, doses to the hands, forearms, and a small area on the skin of the

head of the chemistry foreman and to the hands and forearms of the rad1at1on
protect1on foreman exceeded NRC limits. '

Prior to and during the emergency, the licensee performed his own
onsite personnel dosimetry program. No one individual was assigned program-
matic responsibility for this progfam. During the incident, some radiation/
chemistry technicians processed their own TLD badges. Beginning March 29,
one radiation/ehemistry technician, who had not operated the system in over
a year; worked without procedures for over 40 continuous hours.

The Emergency Plan Implementing Procedures d1d not address sustained
in plant radiation hazards. The 11censee s rad1at1on protection and chem1stry
staff was not adequately trained to deal with this degree of hazard, and
supplies of equipment and instruments were not sufficient to minimize dose
to the workers. ’

During March 28-30;Athe Ticensee's 1and-based onsite and offsite
monitoring teams made about 500 direct radiation measurements. These
measurements were ‘made primarily to confirm the predicted location of the
noble gas effluent plume and to determine the dose rate produced by the
plume. The rate of release of radiocactivity (source term) from the station
was periodically calculated based on dose rate measurements in the plume
and meteorological conditions existing at the time of measurement. The
calculated source terms were used to‘predict'dose rates in other areas when
meteorological conditions changed. Monitoring team survey results were
also used to assess the need for protective actions and to supplement
thermoluminescent dosimeter (TLD) results in assessment of accumulated
dose. These dosimeters were in place at 15 locations within 3 miles and at
5 Tocations ranging from 9 to 15 miles from the site prior to the acc1dent.
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These TLDs were used to perform an after the fact assessment of direct
rad1at1on doses to the public. ' ’

In general, the licensee's onsite and offsite survey teams performed
surveys in appropriate areas at appropriate times. However, dﬁring a five
and one-half hour period from 1700 hrs to 2238 hrs on March 28 and a two-hour
period from 0340 to 0540 on March 29, no offsite surveys were performed in
the plume. Both of these periods of time were within the interval when the
majority of the noble gases were released and when a p]ume was we]] def1ned

- because of sufficient wind speed and almost constant direction.

.. - Radiation levels-on March 28, with the exception of-50 mR/hr measured-
at 1548 hrs on Pennsylvania Rt 441, about 1500 feet south of the North Gate,
were not above background until 2238 hrs when a radiation level of 13 mR/hr was
measured near Kunkel School (5.6 mi NNW). Several other radiation levels
above background were noted in this general area prior to midnight. HoweQer,
the 13 mR/hr value was the highest one measured, until 30.mR/hr was measured
in Goldsboro at 0600 hrs on March 29. Radiation levels during the remainder of
March 29 were generally less than 1 mR/hr, with the maximum noted as 3
mR/hr in Royalton at 2355 hrs. Offsite radiation 1evels'measured on Marcﬁ 30
were also generally below 1 mR/hr, with the maximum noted as 15 mR/hr at
ieeeiion $S-11 (one mile south of the plant) at 0906 hrs. The highest radiation
Tevel measured ons1te (outside of the plant) during March. 28- 30 was 365
mR/hr (B, y) at 2325 hrs on March 28 at a location 1,000 feet northwest of the
Unit 2 station vent.

Although not a pre-planned consideration in the lieensee‘s'Emergeney 
Plan, helicopter-based survey teams were used to track the noble gas p]hme.
Up to three helicopters chartered by the licensee were used during March
28-30, with the majority of sUrveys taking place on March 30. Over 300 radiation’
measurements were made by the helicopter teams. The highest measurements ‘
reported were 3000 mR/hr (B,y) at 15 feet above the plant vent at 1410 hrs on
March 29 and 1200 mR/hr (B,y) at 130 feet above the Unit 2 reactor building’
at 0801 hrs on March 30. ‘
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A total of 57 samples were collected on March 28-30 for the purpose of

assessing radioibdine concentrations in the environment. Air samples

collected on Makéh 28, which were counted in the field with a single channel
'analyzer having a sodium ibdine,detector, indicated that "radioiodine" was
present at offsite locations with concentrations ranging up to 2.3 E-7
puCi/cc. The "radioiodine" was subsequently shown to be xenon-133 and
xenon-135 at 1400 hrs on March 28 (the time at which the first gamma spectro-
metry of one of these samples was comp]éted by the Pennsy]vania Bureau of
Radiological Health). Forty of the fifty-séven samples collected were
analyzed by gamma spectrometry, and no radioiodine was detected.

Results of samp]eé from certain portions of the licensee's routine
radiological environmental monitoring program collected on March 29 (TLDs,
radioiodine in water, and radioiodine in air) were available around mid-day
on March 30. The samb]e results confirmed that the offsite radiological
impact was no worse than earlier estimates made using data gathered by the
monitoring teams. These data supported the conclusion that radioactive
noble gases released to the atmosphere were the principal cause of exposure

for individuals in the plant environs.
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1. BACKGROUND

1.1 GENERAL

'mﬁﬁfing the course of this 1nVé§£{§$£ion,‘it appeared that several practices
or conditions could have contributed to the initiation or the consequences of
the accident. This section of the report addresses only these topics and is
not intended to be a complete background description of the Three Mile Island
facility.

1.2 Plant Status Prior to Turbine Trip
1.2.1 General

The Three Mile Island Unit 2 (TMI-2) was operating at approxihate]y 97%
power (916 MWe) with the the Integrated Control System (ICS) in full automatic
in accordance with operating procedure (2105-1.4, "Integrated Control System";
Ref. 58). The normal reactor coolant system (RCS) makeup and reactor
coolant pump seal water injection was established with makeup pump (MUP) 1B in
service and 70 gpm letdown flow in accordance with normal prbceduré; (2104-1.2,
‘Makeup and Purification System; Ref. 41).

1.2.2  RCS Boron Concentration

The RCS boron concentration was 1026 ppm (0330 hrs March 28, 1979) with
a gross radioactivity concenfration of 0.397 uCi/ml in accordance with normal
operating procedure. (2304-W1, Borated Water Source, 2304-3D1, RCS-Chemistry
and 2304-3D2, RCS Specific Activity; Ref. 59, 60, 61). The pressurizer spray
valve (RC-V1) control was in manual and the spray throttled open with the pres-
surizer heaters energized to equalize the pressurizer and RCS boron concentra-
tion in accordance with normal procedure. (2103-1.3, Pressurizer Operation;
Ref. 62). This was done to counteract the boron increase in the pressurizer
caused by leakage from the pressurizer. '
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1.2.3 RCS Leakage

One or more of the pressurizer relief valves (EMOV and code safety valves)

were leaking into the reactor coolant drain tank (RCDT) at approximately 6

gpm, as determined by completed surveillance procedure (2301-3D1, RCS Inventory,
dated March 28, 1979; Ref. 63). This continuous 1eakage caused the boron
concentration to continuously increase in the pressurizer. The relief valve
exhaust continuously indicated approximately 180-200°F due to the leakage.

One RCDT pump was being operated in manual continuously to cool the RCDT water
inventory and transfer the leakage water to the reactor coolant bleed tank
(RCBT). Interviews conducted and records review revealed that this condition
hadAexisted since the Fall of 1978. The effect of this continuing Teakage
over a prolonged period on the operation of the EMOV during this accident
cannot be evaluated at this tiﬁe. (Int. 5, 17, 38, 145, 147, 189; 33, 15, 56,
151, 2, 14, 37, 49, 61, 153, 118)

'Approximate1y 2,600 gallons of water were transferred each shift (8 hours)
from the RCDT to the makeup tank (MUT) via the RCBT prior to the shift on
which the accident occurred as determined by review of the control room log
book (2300 hrs,March 1979, through 0400 hrs March 28, 1979). During the’
first 4% hours of the shift on which the accident occurred, 1,800 gallons were
transferred. This review revealed that the transfer of water to the MUT had
increased to approximately 3,600 gallons per shift on March 28, 1979, suggesting
a substantial increase in leak rate. The RCS leakage behavior for a period
(March 22-28, 1979) was reviewed to establish if any other apparent trends
could be established prior to the accident. The following data were taken
from the completed copies of the RCS Inventory Procedure, 2301-3D1.

Gross Leak Net Unidentified
Date Rate (gpm) Leak Rate (gpm)
3/22/79 6.73 0.581
3/24/79 6.55 0. 160
3/25/79 6.60 0.432
3/28/79* 6.94 0.010

*This measurement performed from 0134 hrs to 0234 hrs on March 28, 1979.
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The licensee calculates leak rate in terms of equivalent gpm of water at
RCS Operating conditions (i.e., 580°F and 2150 psig) which should be conserva-
tive when evaluating results against the requirements of the Technical Specifi-
cations. However, the Technical Specifications are silent on the specific
basis for comparison. A review of the procedure and Temporary Change Notice
(TCN) 2-79-070 to that procedure revealed that the basic procedure is in error
resulting in miscalculation of the RCS leak rate. These errors are discussed
below.

Review of TCN 2-79-070 showed that changes to ‘the RCDT inventory’afe
appropriately adjusted to RCS conditions for the calculation. However, line
16 of Data Sheet 1 (used when computer is available) and line 29 of Data Sheet:
2 (used when hand calculations are performed) incorrectly adds the MUT water
additions without correcting those values to gallons equivalent to RCS conditions.

The above results were recomputed. To determine if the 6mi$sion of this
correction leads to substantially different RCS leakage rate calculations.
The results are shown on Table I.1-1 on the following page.

The recalculated results, whether using the unidentified leak rate results
for hot or cold water, shows the licensee was operating the facility during ‘
the March 22-28, 1979, period with the RCS unidentified leakage rate in excess
of 1.0 gpm. ‘ '
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TABLE I.1-1
RECALCULATION OF RCS LEAKAGE RATE

Reported Gross RCS Recalculated Gross - Unidentified Unidentiffed
Date Leak Rate RCS Leak Rate RCS Leakage* RCS Leakage**
3/22/79 6.73 805 | 1.90 1.36
3/24/79 6.55 7.9 - 1.52 1.09
13/25/79 - | 6.60 8.60 - » 2.44 1.75
3/28/79 6.94 | ‘b 8.94 ‘ 2.01 1.44

* Calculated as gpm at RCS conditions
** Calculated as gpm at 120 degrees F conditions



Evaluation

' Technical Spec1f1cat1on 3. 4 6.2 and surveillance procedure 2301-3D1
require that RCS unidentified 1eakage be 1imited to 1 gpm. Operation of the
unit during the period March 22-28, 1979, with an unidentified leakage rate in
- excess of 1-gpm-is under consideration as a potential item of noncompliance.

1.2.4 EMOV Leakage

Emergency Procedure 2202-1.5, Pressurizer System Failure, Section A.2.B.1,
requires that electromatic relief isolation valve RC-V2, be closed when the

following symptoms exist:
Relief valve discharge line temperature exceeding the normal 130°F.

NOTE: The relief valve (RC-R2) discharge temperature was approximate1y
180°F at the time of the accident. A review of Ticensee records revealed
that no temporary procedure change had been issued to alter this esta-
blished procedural requirement. | V

‘RCDT pressure above normal on the control room radwaste disposal control
panel, and the temperature above normal on the local radwaste disposal control
. panel.

The operators were 6perating the RCDT transfer pump with flow through the
RCOT cooler continuously to maintain the RCDT temperature at ambient'condi-v
tions with the apparent valve 1eakage into the tank. The contihuous operation
of the drain pump 1n order to maintain the tank temperature at ambient conditions
indicated an abnormal condition-existed.

RCS makeup flow above normal for the variable letdown flow and RC pump
seal in-leakage conditions.
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This was indicated by the frequeﬁt transfer of reactor coolant between
the RCDT and the MUT via the reactor coolant RCBT. Any unusual changes in the
MUT Tevel aS occurred during the early hours of the shift is the initial
* indication of a change in the RCS Teakage.

Additionally, Emergency Procedure 2202-1.5, Section C.3.3, requires the
code relief discharge line temperature to be placed on the analog trend recorder
when the discharge line temperatures exceed the computer normal (130 °F). The .
valve discharge line temperatures were approximately 180 °F prior to the
incident, and the code valves were not being trend-recorded as required. The
points on-the trend recorders as indicatéd by the computer (group 6) Analog
Assignment Summary included and review of the analog trend charts at 0400 hrs
on March 28, 1979 included:

EVALUATION

‘The EMOV block valve (RC-V2) was not closed and the Code Relief Valve
Discharge Temperatures were not placed on the Analog Trend Recorders with
Teakage from the EMOV (RC-R2) and/or both the code relief valves (RC-RVIA and
RC-RVIB) on the morning of March 28, 1979. i

‘ Technical Specification 6.8.1.a requires written procedures shall be |
implemented, covering the activities referenced as applicable procedures
recommended in Appendix "A" of Regulatory Guide 1.33, November 1972, "Malfunc-
tion of Pressure Control System." The failure to close the EMOV (RC-R2)
block valve (RC-V2) and place the Code Relief Valve Discharge Temperatures on
the Analog Trend Recorders is under consideration as a possible item of noncom-
pliance, o

ATR 1T Condensate Hotwell Level
ATR 2 Condensate Storage Tank IA Level
ATR 3 T-G Bearing No. 2 Vibration

ATR 4 SGFP Suction Header Pressure
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1.2.5 Condensate System

- The cohdensate system reject line isolation valve (C0-V60) from the
hotwell to the condensate tanks (CO-T-1A/1B) was normally partially closed by'
the operators to 1imit the transient on the condensate booster pump and feed-
water pump suction pressures if the reject valve cyt]es or fails open for any
reason. The condensate system inc1udes a full-flow polisher (demineralizer)
system to provide continuous deminera]ization of the condensate water supplied
to the feedwater system and the OTSGs. A full-flow motor-operated bypass
valve (CO-V12) is provided around the polishers which can be operated from the
control rbom This valve does not open automatically upon polisher system
malfunctions (high differential pressure to the condensate booster pump suction).
Prior to the accident, operators were working to transfer resin from polisher
tank No. 7 to the resin regeneration tank. This had been in progress for

approximately 11 hours perior to the trip.
Evaluation

Personnel interviews revealed that the operators were extremely sensitive
to the fact that the normal operating conditions of the condensate/feedwater -
systems were very near the designv1imits at full power. "(Int. 5, 17, 38, 56,
145, 147, 189, 2, 14, 37, 4, 9, 69, 153)

1.2.6 ~ General Plant Parameters

Routine operating and surveillance procedures had been completed prior to
“the accident establishing specific operating conditions within the plant in-
accordance with the Plan-of-the-Day schedule dated March 27, 1979, including:

Surveillance Procedure 2301-S1, Shift/Daily Checks (March 28, 1979)

BWST Level 55 ft
BWST Temperature 68°F
Reactor Building Pressure 0.1 psig
Reactor Building Temperature 114°F
Control Room Temperature 70°F

Reactor Building Sump Pump Starts
(The sump routinely pumped approximately 800 gallons per day. )
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Core Flood Tank Pressure 595-600 psig
Core Flood Tank Level 13.1
Condensate Storage Tank Level 21.5 ft
The major plant parameters immédiate]y prior to the unit trip 1nh1uded:

‘Reactor Coolant System

‘Pressure 2155 psig
Temperature, Hot Leg 606°F
Temperature, Cold Leg 557°F
Temperature, Average 582°F
Flow (4 RCP) ‘ 107.5-108%. 6
~ 137 x- 10~ 1bthr
Pressurizer Level 220 1in.
Reactor
Power 97%
Core Power 2701 MWt
Control Rod Groups % Withdrawn
1-5 o 100%
6 . 95%
7 95%
8 ' 27%
Power Imbalance (approximate)
Incore -2.64%
Excore -3.64%
Secondary Systems
Main Feedwater System - 0TSG .
(2 pumps) A B 6
Flow 5.798 5.727 x 10" 1b/hr
Temperature 462.7 462.7°F
Pressure 1045 993 psig
Condensate System |
2 of 3 condensate pumps and
2 of 3 condensate booster pumps)
2 of 3 heater drain pumps
Full-flow demineralizer
(7 vessels) 8.303 x 106 1b/hr
Condenser vacuum - 28 in Hg.
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Main Steam System _ 0TSG

UA B
Temperature Lo 595 594°F
Pressure ' : 910 889.6 psig
0TSG Level : 257 264 inches
Circulating Water System
"~ Inlet temperature 66°F
Outlet temperature . 95°F

(Ref. 139, 140, 141)

1.3 STATUS OF SURVEILLANCE AND INSPECTION

1.3.1 General Status

During this investigation;'a review was conducted to ascertain if the
licensee was in any ACTION statement in accordance with the requirements of
their Technical Specifications. - It was found that the licensee had identified,
prior to the accident, that one ACTION statement was in effect.

Technical Specification 4.5.2.a requires that DH-V157, the borated water
storage tank to spent fuel pool isolation valve, must be closed during Modes
1, 2, and 3. DH-V157 had been opened on March 26, 1979, at 1500 hrs to permit
recirculation of the BWST contents. The ACTION statement (a) for Technical
Specification 3.5.2 requires that the system be made operable in 72-hours.
This 72-hour period would have expiréd at 1500 hrs on March 29, 1979. "Inter-
views revealed that this valve was closed at about 0800 hrs on March 28, 1979.
(Int. 57, 111, 184)

The investigator selected 82 Technical Specification requirements as a
sample, and reviewed the surveillance testing for the period of January 1,
1979 to March 28, 1979, that was performed to satisfy those requirements.
A11 the surveillance had been performed within the schedule required and the

results were satisfactory.
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In addition, the following documents were reviewed for evidence of informa-
tion that would indicate surveillance that was not satisfactorily completed or
conditions that would indicate inoperable equipment.

0 Shift Foreman's Log Book '12/1/78 - 3/29/79

o  Surveillance Task Index

0 Surveillance Result Index for 1/1/79
‘ 3/29/79

0 TMI Unit 2 Histogram 1/1/79 - 3/29/79.

0 | TMI Unit 2.Core I, Cycle I Burnup History

) TS Action Statement Summary, Shift Foreman's ngbook

During this review, there were no findingé wHichl&ou]d indicaﬁé that any
"other ACTION statements, other than-the‘one jidentified above,.(DH-V157), were

applicable. .

1.3.2 . Status of Surveillance on Selected Engineered Safety Features

- (ESF) System Components

1.3.2.1 Review of Procedures

Selected surveillance procedures performed during the months of January
through March of 1979, were reviewed including:

2302-M1A/B, Makeup Pump and Valve Functional Test, Revision 5, September
22, 1978 performed on January 29, February 14, February 22 and March 23, 1979.
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2303-M2A/B, Decay Heat Removal Pump Functional Test and Valve Operability
Test, Revision 7, June 20, 1978, performed on January 4, January 29, and March
3, 1979. ‘

2302-M24A/B, Reactor Bui]ding Spray Pump Functional Test and Valve Oper-
abi]ity Test, Revision 3, March 13, 1978, performed on January 5, 1979, February

7, 1979, and March 5; 1979. - : - -

1.3.2.2  Emergency Feedwater Valve Test

The review revealed no discrepancies or technical inadequacies with the
implementation of the above procedures or their procedural content. One qués-
tionable practice was identified. During the review of the procedure for
testing the reactor building spray pumps and véﬂves (2303-M24A/B steps 6.3 and
6.4), it was noted that both the mahua]]y operated header isolation valves
(DH-V133A and V133B) are closed simultaneously during the performance of the
test procedure (Ref. 65). In order to perform the test and stroke the individual
motor-operated isolation valves (DH-V8A and V8B) for the sodium hydroxide tank
(DH-T-1), it is not necessary to close the manual isolation valve in the
redundant flowpath. |

Technical Specification 3.6.2.2 requires the spray additive system to be
operable in Modes 1, 2, 3, and 4. The spray additive system is allowed to be
'inoperable for 72 hours. The total removal of the spray additive system from
the operable condition during the performance of fhe surveillance procedure by
closing the manual isolation valves (DH-V133A and 133B) does not appear to be
contrary to the specification requirements. However, the provision of two -
automatic valves (DH-V8A and V8B) in parallel in order to meet the single
failure design criteria‘also'allows the testing of one spray additive flow
path while the redundant path js available for automatic initiation if required.
A more conservative survei]]anée procedure, isolating and testing the flow
paths independently, would provide an additional margin of safety.
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Selected surveillance performed on the emergency feedwater system during
the months of January through March of 1979, were reviewed, including:

2303-M 14A/B, Revision 8, November 21, 1978, Emergency Feedwater System
Valve Lineup Verification and Operability Test and Turbine Driven Emergency
- Feed Pump Operability Test, performed on January 3, February 26, and March 26,
1979.

2303-M27A/B, Revision 4, August 30, 1978, Motor Driven Emergency Feedwater
Functional Test and Valve Operability Test, performed on January 3, February
26, and March 26, 1979. “

Evaluation-

Both of the above surveillance procedures contain specific steps that
result in the routine isolation of the emergency feedwater supplies to the
0TSGs by closing the header isolation valves (EF-V12A and V12B) simultaneously.
This occurs as follows:

Procedure 2303-M14A/B requires:

0 Step 6.1.10, Close EF-V12A and 128B.

) Step 6.1.52, Reopen EF-V12A and 12B.

Identical manipuiations are performed in Steps 6.2.9, 6.2.40, 6.3.8, and
.6.3.27.

Similarly, procedure 2303-M27A/B requires:

) Step 6.1.2, Perform Appendix A(B) valve lineup.
(Appendix A(B) includes the closing of EF-V12A and 12B.)
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o Step 6.1.22, Insure EF-VBA(B) is open, EF-V12A(B) is open, EF-V1A(B)
is closed, and close EF-V-39 (EF-V40).

Identical manipulations are performed in Steps 6.2.2 and 6.2.17.

‘NOTE; The above steps which use the designation "V12A(B)" suggest
that only -one valve was closed during a previous step or steps,
whidh was not actually the case.

During the routine performance of the Surveillance Procedure 2303-M27A/B,
the OTSG'emergency feedwater flow paths were isolated by c]osihg both header
isolation valves (EF-V12A and 128) during the test performance on January 3,
February 26, and March 26, 1979. ) ’

Similarly, during the ﬁoutine}performance of Steps 6.1.10, 6.2.9, and

- 6.3.8 of Surveillance Procedure 2303-M14A/B/C, both OTSG flow paths were also
~ isolated by closing both -header isolation valves (EF-V12A and 12B) during the
'tést;performance on January 3, February 26, and March 26, 1979.

Evaluation

Technical Specification 3.7.1.2 requires that three independent steam
generator emergency feedwater pumps and associated flowpaths be operable in’
Modes 1, 2, and 3 (0TSG pressure greater than 800 psig). The specific action
statement does allow one'emergency feedwater system to be inoperable, provided
the inoperable system is restored to OPERABLE status within 72 hours or the
reactor is to be placed in HOT "SHUTDOWN within the next 12 hours.

The routine complete isolation of the emergency steam generator feedwater
flow paths on January 3, February 26, and March 26, 1979 is contrary to ‘the
requirements of Technical Specification 3.7.1.2 and is being considered as a
potential item of noncompliance.
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1.3.2.3 Review of EFW Procedure Change

Since a previous procedure change resulted in the closure of both emer-
gency feedwater valves during performance of the above surveillance pfocedures,
an investigator reviewed the evaluation of that change. The review of the
specific Plant Operating and Review Committee (PORC) minutes and the procedure
change requests (PCR) associated with the procedure revision revealed an
apparent inadequate safety evaluation, review, and apprbva] in eachtinstance;

including:

Procedure Change Request PCR 2-78-707; Item II B of PORC Meeting No. 281,
was entered on August:BO; 1978, as Revision 4 of '2303-M27A/B. This procédpre
change was recommended to provide new pump reference values because fhe valve
lineup had been changed. The emergency feedwater header isolation valves.
(EF-V12A and V12B) were closed simultaneously to prevent leakage past both the
emergency feedwater level control valves (EF-V11A and 11B). (It appears that
~this leakage is an inherent design feature of these valves to prevent thermal
transient to the emergency feedwater nozzles and‘shou1d have been recognized

during this review.)

The safety evaluation performed for this procedure change indicated that
the change would enhance safety in that it would ensure that‘cold water would
not be fed into the 0TSGs and thermally cycle the emergency feedwater nozzles.
The procedure change specifically included the simu1taneohs closing of both
the header isolation valves (EF-V12A and Vi2B) during: the performance of the
surveillance activity. The safety evaluation failed to address that aspect'of
the change and the impact as an unreviewed safety question. '

Procedure Change Request, PCR-2-78-895 (Included Temporary Change Notice

2-78-666, October 10, 1978), Item II B, PORC Meeting No. 293, was entered on
November 21, 1978, as Revision 8 of 2303-M14A/B/C. (Ref. 67) This procedure
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change was recommended to specifically close the header isolation valves

(EF-V12A and V12B) during the performance of the procedures, but the simultaneous
closing of both the header isolation valves (EF-VI2A and V12B) was not specifi-
cally addressed in the detailed safety evaluation.

Evaluation

The Plant Operations and Review Committee (PORC) is required to review
all chahges to procedures which could affect nuclear safety. The Plant Operations
and Review Committee (PORC) review and approVe of the above procedure changes
'(23034M27A/B; Revision 8,.dated August 30, 1978, and 2303-M14A/B.C, Revision
8, dated November 21, 1978) placed the emergency feedwater system outside the
license requirements, and this constituted an unreviewed safety question.
(Ref. 66, 69) '

The initial review and request for a procedure Change by engineering; the
review énd.appfoval of the change by the PORC; and the routing performance of
the procedure by members of the operating shifts (including licensed operators
and'supérvisors) withdut realizing that the performance of the procedure
- placed the plant outside the license requirements is indicative of a serious
- breakdown in the licensee know]edge level of the facility. This breakdown
occurred at numerous levels of expertise and training, including .engineering,
management, and operations.

- The safety evaluation performed associated with the procedure change
réquests (PCR-2-78-707 and 895, including temporary change notice, TCN-2-78-666)
did not address the Technical Specifications requirements concerning feedwater
system operab111ty 'Thé safety evaluations were directed towards obtaining
test data and 11m1t1ng thermal transients on the emergency feedwater nozz]e
(Ref. 67, 142)
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Technical Specification 6.5.1.7.b requires that the PORC shall render
determinations in writing with regard to whether or not changes to procedures
required by Technical Specification 6.8 constitute an unreviewed safety question.
The failure to include the EFW valve lineup changes (simultaneous closing of
both feedwater header jsolation valves) within the safety evaluation as required
and render a written determination, is under consideration as a potential item of
noncompliance. |

1.3.3 Status of Core Physics Surveillance

The sfatus of the reactor core as revealed by the last surveillance test
of that core was reviewed to determine if any core conditions existed that
could have contributed to the response of the core to the accident. No core
conditions that were outside the acceptable 1imits defined by the Technical
Specifications for the facility were found. ' '

Core performance surveillance was performed at 0810 hrs on March 19,

1979. Conditions during the surveillance were:

Power ~ 97.5%

Boron Con. - 1037 ppm

RC Total Flow - 138.7 x 10° Tb/hr
Core Burnup - 2662 MWD/MT
Pressure - 2268 psia

ALHR - 5.9696 kw/ft

Core up - -21.315 psia

Tavg - 584.3°F

Indperab]e Self-Powered Nuclear Detectors (SPND) were:

String 4 level 5 (F-8)
String 5 level 2 (F-7)
String 6 level 2, 4-7 (E-9)
String 11 level 5 (K-5)
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String 14 1eve] 2, 3 (N-8)

String 27 level 2-7 (D-10)
String 38 A1l levels (L-2)-
String 46 Tevel 4, (R-10)
String 51 level 6, (D-14)

Inoperable Incore Thermocouples were:

String 26 (E-11)

Hot

H
B
c -
B

Fuel Maximum Peaking Factors were:

1.485 » Note: FSAR does not reference these

8

8 1.361 values in Table 4.4-1 of the FSAR.
8 1.234

6 1.198

Channel Minimum DNB Ratio:

Hot

Hot

8 3.004 Note: FSAR references 1.75 for maximum
6 " 3.356 design conditions at 100% power.
8 3.619 (Table 4.4-1, FSAR).
8 2.830 - '

Channel Maximum Linear Heat Rate (kw/ft)

8 11.653 Note: FSAR references 19.03 kw/ft at

8 10.778 ' design power (Table 4.4-1, FSAR).
6 10. 276 '

8 13.144

Channel Surface Heat Flux (Btu/ft2 - hf)
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B -8 353,220 . Note: FSAR references 576,885
C-8 326,690 Btu/ft? - hr at design power
B-6 311,480 condition (Table 4.4-1).
H-8

398,390

Hot Channel Maximum Surface Temp (°F)

B-8 657.66 Note: FSAR references a maximum

B-6 657.53 surface temperature of 654°F.
C-8  653.78 (Table 4.4-1). There is no
H-8 657.72 vTechnica] Specification require-

ment for maximum surface temperatures.
Hot Chanﬁe] Maximum Fuel Temp (°F)

3664.4 Note: FSAR references 4,170°F at design

B - 8

C-8  3551.3 _conditions. (Table 4.4-1, FSAR).
B-6  3483.7

H-8  3850.8

(These data were extracted from Performance Data Output Segments 1-6; Ref.
68).

Core surveillance was also performed per Procedure 2311-FT (2), Revision 0,
at 1500 hrs on March 22, 1979. Conditions during the surveillance were:

Power - 97.52%

~Imbalance - F0.5% all 4 channels
Quadrant Tilt - F0.2% all 4 channels
Exposure - 90.16 EFPD
Maximum Fuel Ass'y to Ave. Power - 1.441
Minimum DNBR - 2.91
Max. LHR - 13.02 kw/ft
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Max Heat Flux - 394,500 Btu/ftZ - hr
Max Clad Temp - 655.2°F
FQ-1.77

Evaluation

It is not clear that the licensee is monitoring F, as defined in the

AH
Technical Specifications. This item has been discussed with the licensee and
Region I personnel and will be the subject of further review by the Regional

Inspection staff.

1.3.4 Status of Surveillance Results and Records Review
Through personnel interviews and a review of available surveillance
records it was revealed that inadequacies existed in the area of performance,

review, and retention of surveillance tests.

The fo11dwing surveillance procedures were reviewed: (2303-M14A/B/C,
2303-M27A/B, - 2303-M1A/B, 2303-M2A/B, and 2303-24A/B; Ref. 69, 66, 70, 71, 65)

1.3.4.1 Performance and Review

Thé review and personnel iﬁteryieWs revealed that completed survei11ancé
procedures -are not routinely reviewed by the shift supervisor/shift foreman
-except for the completed data sheets. The remaining sheets are routinely dis-
carded. A search of selected surveillance records in storage (2303-M14A/B/C,
2303-M27A/B, 2303-M1A/B, 2303-M2A/B, and 2303-M24A/B) revealed thét no completed
surveillance pfocedures had been maintained with exception of the data sheets,
the computer schedule sheet, and the procedure cover sheet. Discussions with
the licensee representatives indicated that the details of the surveillance
procedures (Sections 1 through 6) were not retained because of a record storage
space problem. Moreover, it was noted during the interviews that review of

the completed procedures by the shift supervisor/shift foreman was not routine .
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because the length of some of the procedures and the routine scheduled and un-
scheduled workload. Discussions revealed that the licensee schedules surveil-
lance on the day'shift (7-3) when extra personnel should be available to
review the completed procedures as required. (Int. 107, 136, 116, 131; Ref.
66, 69, 70, 71, 65)

The surveillance procedures reviewed contained procedural steps (équipment
ménipu]ations) which, if not specificéTTy‘Comp1eted and verified to be satisfac-
tofi1y completed, could leave the specific engineered safety feature system in
an inoperable condition. Because of a lack of documentation, the possibility
exists that this occurred during tﬁe survei11ance performed on March 26, 1979,
on the emergency feedwater system and the header isolation valves (EF-V]ZA and
V12B) left closed. (This matter of the closed valves is discussed in greater‘
detail in section 4.2 of this report.) An operator in an interview stated
that the header isolation valves (EF-V12A and V]ZB) were reopened on March 26,
1979, at the completion of the surveillance test (2303-M27A/B). (Ref. 66)

Evaluation

Administrative procedure 1001, Revision 13, March 30, 1978, step 3.8.5
(Procedure Usage), requires the implementation of surveillance procedures
“including performing the procedures rigorously, providing documentation, and
providfng shift supervﬁsor/shjftvfdreman review of results and apbrova] of
surveillance data sheets. (Ref. 94)

The-fai1ure to provide a review ofythé compieted surveillance results by
the shift supervisor/shift foreman -as required to insure the procedures are
implemented rigorously, documentation provided, and results reviewed is being
considered as a possible item of noncompliance pursuant to Technical Specifi-
cation 6.8.1.a. o |
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1.3.4.2 Record Retention

Administrative procedure 1007, Revision 4, September 26, 1978, (Records)
‘requires record storage including handTing, storage, and indexing. (Ref. 95)

Technical Specification 6.10.1.d states that records of surveillance
activities, inspections, and calibrations required by these Technical Specifi-
cations shall be retained for at least five years.

Evaluation
The failure to maintain the complete records of the surveillance activities
as required by Administrative Procedure 1007 is contrary to Technical Specifi-

cation 6.10.1.d and is under consideration as a potential item-of noncompliance.

1.3:5 Ihspection of Surveillance Activities

The Metropolitan-Edison Three Mile Island Final Safety Analysis Report, "
Chapter 17.2.15, Inspection, and the Operational Quality Assurance Program,
Section X, Inspettion (Surveillance), requires, in part, that during normal
unit operation or functional testing, the surveillance program inc]ude random
observation of operations and functional testing. Inspection, examinations,
measurements, or tests of materials, products, 6r activities are required to
be performed for each work operation where necessary to assure quality, whether
the work is done by the station staff or an outside contractor. In thevevent
a surveillance of processed material or products is impossible or impractical,
indirect control by monitoring processing methods, equipmént, and personnel is
required. Both inspection and proéess monitoring must be provided‘When control
is inadequate without both. -
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The ‘Metropolitan Edison Operational Quality Assurance Surveillance Program,
GP 4014, Rev 0, December 6, 1977, requires independent observation of activities
affécting quality to verify conformance with established requirements utilizing
both inspection and auditing techniques for complianceé with written procedures

.and the Technical Specifications.
Evaluation

The review of the selected surveillance activities and the administrative
controls and the personnel interviews revealed that the operations surveillance
and testing activities were not randomly or routinely inspected by.independent
methods as required by Criterion X of Appendix B to 10 CFR Part 50; amplified
in the FSAR; Chapter 17.2.15, Section X, Inspections (Surveillance); and
GP4014, Operational Quality Assurance Surveillance Program. (Int. 131)

As of March 28, 1979, the failure of management to adequately implement
the inspection requirement pursuant to Criterion X of Appendix B to 10 CFR 50

is being considered as a potential item of noncompliance.

1.4 OPERATIONS STAFF

1.4.1 Operations Personnel Training and Qualifications

"1.4.1.1 General Plant Training Program

The normal training progression starts with Auxiliary Operator C and
continues through Auxiliary Operator B and A. The most senior qualified A
operator can apply for the position of Control Room Operator (CRO) trainee
when one becomes available. CROs can compete for available Senior Reactor
Operator (SRO) positions.
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1.4.1.2 Auxiliary Operator Training

The requirements for becoming an Auxiliary Operatof-C (A0-C) are a high
school diploma and a course inkhigh school algebra. Initial training as an
A0-C consists of 8 or 9 weeks of classroom training, dealing mainly with
secondary p]ént systems. Other areas covered during this period include:

) Fundamentals of Mechanics and heat transfer

o /The basic steam cycle ‘

0 Switching and tagging procédures

) Introduction to the safety features actuation system (SFAS) and the
reactor protection systehs (RPS)

0 First aid

0 Fire fighting

0

Intermediate health physics

This period is followed by a written examination. The trainee is then
assigned to a crew under a foreman, and works under the supervision of an A
level AQO for the remainder of a year. The trainee must then pass another
written and an oral examination to become an AQ0-B. - Failure to pass the exam-

ination results in removal from the training program.

" Trainees at the AO-B level must have completed courseg in high school
trigonometry and physics. This training period also covers a year and is
initiated by six weeks of full time classroom instruction. The subjects
covered deal mainly with the primary sygtem and include:

Primary coolant makeup system
Decay heat removal system

Reactor Building éoo]ing

Core flood tanks

Reactor Building spray system

In depth study of the SFAS and RPS
Nuclear instrumentation |

o o O o O O o

)
A<
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0 Control rod drive mechanism

(o]

Integrated control system

(o]

Advanced health physics

A cohprehensive written examination is given at the end of this period.
The remainder of the year is/spent in on-the-job training, mainTy on primary
systems. This year is also followed by comprehensive oral and written exam-‘
inations which the trainee must pass in order to remain in the program and to
be promoted to AO-A. An A0-A is eligible to enter training for the position
of Control Room Operator.

1.4.1.3 CRO Training

The CRO Trainee enters the Category IV (CIV) Training Program which lasts
nine months. This program is divided into six cycles of 5 to 6 weeks per
cycle, with a written and an oral test at the end of each cycle. The program
is set up for individual self study. Each section 1ists the procedures that
must be learned and specifies how proficiency in the procedure is to be demon-
strated. This is done by actual performance, by simulation, or by discussion.

At the end of Cycle 6, a cumulative examination over the entire course is
given. Successful completion of this examination is followed by a two-week
course on the reactor simulator. The trainee then takes a mock NRC written
ékam, and an NRC-type oral exam given by a senior reactor operator. The
‘trainee is then scheduled for the actual NRC licensing examination.

Experienced CROs can compete for SRO positions. SRO Training is individual
self study tailored to the individual's experience, but includes: .

nuclear theory
radioactive material handling

operating characteristics

o O o©o o

fuel handling
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core parameters o
administrative procedures
- technical specifications

o O ©Oo o

transient analysis
The programs outlined above were compared to the training requirements in
ANSI N18.1, "Selection and-Training.of Nuclear Power PTant Personnel," which

the licensee is required to meet. No discrepancies were identified.

1.4.1.4 Training for Individuals with Previous Experience

Individuals with previous nuclear power experience are given abbreviated
training that takes into account their previous training. The training records
onsite indicate that many TMI operators were graduates of the Navy Nuclear
Power School. For these individuals, the normal two years of auxiliary opérator
training and work experience were replaced by a special 26 week course. This
course included 40 hours per week of classroom instruction and plant tours.

It concentrated on those areas of the auxiliary operator training not covered
by the Navy training, primarily the TMI plant systems and operation. This was
followed by the CRO training program. |

1.4.1.5 Requalification Program

)

The licensee's requalification program required of all licensed operators
. is divided into four areas: “

Operational Review Lectures -
Fundamental and Systems Review

On the Job Training

o 0O T @

Annual Evaluation Examinations
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The Tectures consist of at least 60 hours per cycle dnd cover the following
areas: '

Reportable Occurrences

Modifications

Operating Problems

Procedure Changes

Abnormal and Emergency/Procedures Review
Technical Specifications

Operational Evaluations

o QaQ —Hh ® o 0O T o

Federal Regulations

-
.

System Review Material
" j. Other topics as necessary

Periodic quizzes that must be passed with an 80% grade are given.

The fundamentals and systems review program is based on the annual written

examinations and includes topics in the following areas:

Operation

Facility Design

Operating Characteristics
Instrumentation and Control
Safety and Emergency Systems
Normal and Emergency Procedures

Q@@ - © o O T o

Radiation Control and Safety
The Senior operator program includes:

Reactdr Theory

Radioactive Material Handling
Fuel Handling

Core Parameters

™ ao O T

Administrative Procedures
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Removal from duties and accelerated requalification training is mandatory
for failure to score 70% overall on the annual examination.

Quizzes requiring an 80% passing grade are also given in for this program.
The On-the-Job-Training for requalification includes:
1. 10 reactivity manipulations.

2. Participation in surveillance testing, system checkout, and equipment
operation relevant to the license.

3. Review of procedure changes, modifications, Technical Specification

changes, reportable occurrences, and incidents not covered in the
lecture series.

1.4.1.6 Training;pnvSignificant Events

The training department reviews the NRC listing of the Licensee Event
Reports to identify items for inclusion in the operator training program.
" However in at least one case this review did not identify an item of signi-
ficance to the accident. . On September 24, 1977, Davis Besse experienced a
loss of feedwater transient which‘resu1ted in reactor transient behavior which
was similar in many respects to the behavior of the transient which initiated
the events of the TMI accident. A review of the training records and discus-
sions with the training staff indicate that this event was not brought to the
attention Qf the operators. This particular item was included in the NRC
publication "Current Events Power Reactors" for September 1, 1977, through
October 31, 1977, published. in December 1977. The NRC distribution list
indicates that 10 copies of this report were sent to various Metropolitan
Edison and GPU addressees. These included the TMI site and the Unit 1 super- -
intendent. However, the training staff member responsible for this area
stated that this report had not been made available to the training department.
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Another significant event occurred at the Rancho Seco Facility on March
20, 1978. A transient was initiated by a loss of electrical power to part of
the non-nuclear instrumentation. As a result of this event B&W sent a memo to
the Davis Besse Station Superintendent which included recommendations regarding
operation training and emergency procedures. These recommendations. discuss
the use of alternate instrumentation to replace .inoperable instrumentation and
the use of RCS pressure as well as pressurizer level to assure that the reactor
coolant system is full. (SOM #403 dated August 9, 1978; Ref. 143)

Review of TMI training records showed that. the Rancho Seco event had been
covered during operator training, but, no record of any specific B& recommen-
dation, such as those sent to Davis Besse, existed; Training personnel said
that they had not been advised of these recommendations. The B&W Site Opera;
tion Memoranda (SOMS) to TMI were reviewed for thevperiod covering May 3, 1978,
through March 9, 1979. These memoranda did not address the discussion of the
Rancho Seco event. The Unit 1 superintendent stated that TMI did not receive
any recbmmendations from B&W based on this event, and this was confirmed by
the B&W site representativé. The stated basis for this decision was that TMI
had a cooldown transient similar in nature t6 the Rancho Seco event, but caused
by different factors. The B&W analysis of the TMI event was covered in a site
operations memo (SOM) to TMI. (Ref. 144) (SOM II-140, dated May 2, 1978) As
a result, B&W did not consider it necessary to send TMI the Rancho Seco related
recommendations. A review of the SOMs to TMI for the period in question indicate
that the recommendations specifically relating to operator training were not
included in this correspondence.

1.4.1.7 Annual Examinations

An annual written evaluation examination and oral evaluation are admin-
istered to all licensed personnel. These examinations simulate the licensing
examinations given by NRC. Failure to score higher than 80% in all sections
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of the written exam requires participation in the systems review program.
Failure to score 70% may require removal from duties to enter an accelerated
training program. An unsatisfactory-oral .evaluation.may _require similar
action.,

1.4.1.8 Individuals Involved with the Early Part of the Accident

A1l four of the NRC licensed individuals who were on shift at the start
of the March 28 event were graduates of the Navy nuclear power school. All
were initially hired as auxiliary operators and attended the special 26-week
course. In addition, each had attended from 5 to 9 weeks of B&w simulator
training. The specific experience and training of these individuals as indicated

by licensee records and interviews with the individuals are as follows:
) Shift Supervisor E:

He was hired as an Auxiliary Operator on April 14, 1972. He became a

Shift Foreman (reguires a NRC senior reactor operator's license) on October
1, 1972, and shift supervisor on May 17, 1976. He completed the abbre-
viated adxi]iary operator training and the initial control room operator
training on October 19, 1973. By March 1979 he had 7 years of experience
at TMI and a total of 13 years of nuclear experience.

o Shift Foreman C:

He was hired as an auxiliary operator on March 5, 1973. He became a con-
trol room operator (which requires an NRC senior reactor operator's license)
on August 11, 1975, and a Shift Foreman on February 13, 1978. He completed
the abbreviated auxiliary operator training program on October 19, 1973,

and the initial control room operator (CRO) training on August 11, 1975.

By March 1979 he had 6 years of nuclear experience at TMI and a total of

15 years of nuclear experience.

0 Control Room Operator C:
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He was hired as an auxiliary operatof on December 5, 1973. He became a
Unit 1 Control Room Operator on October 20, 1975 énd worked in this
capacity for three months. He regained his control room operator status
on September 13, 1976. He completed the abbreviated auxiliary operator
training program on August 26, 1974, and the Unit 2 control room operator
training program on October 20, 1977. By March 1979 he had 5 years of
nuclear experience ét TMI and a total of 12 years of nuclear experiencé.

Control Room Operator D:

He was hired as an auxiliary operator on November 28, 1973, and became a
Control Room Operator on October 6, 1975. He completed the abbreviated
auxiliary operator training program on August 26; 1974, and the initial
Unit 2 control room operator training program on August 30, 1977. By
March 1979 he had had 5 years of nuclear experience at TMI and a total of
10 years of nuclear experience. '

Other individuals involved with the early part of the accident include:
Shift Supervisor A:

He had no nuclear training prior to his employment at TMI on March 3,
1969. He became a Control Room Operator on August 13, 1970, and a Shift
Foreman on October 13, 1975. He attained his present position as Shift
Supervisor on October 1, 1977. His initial nuclear training was a 48
week Reactor Operator Training course which covered the period from
October 20, 1969, to August 18, 1970. He completed his Unit 2 Senior
Reactor Operator license training on August 1, 1971. As of March 1979, he
had had 10 years of nuclear experience, all at TMI. '

Shift Foreman B:

He had a B.S. degree in Chemistry and no previous nuclear experience when
‘he was hired as an Auxiliary Operator on April 4, 1973. He became a
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Control Room operator on August 11, 1975, and a Shift Foreman on August

1, 1978. He completed his initial auxiliary operator training on October
19, 1973, and a Unit 2 Control Room operator training program on August

11, 1975. He completed his senior operator training program for Unit 2

on August 14, 1978. As of March 1979, he had 6 years of nuclear experience,
all at TMI.

Management level individuals were also involved in the Unit 2. operations

during the early hours of the accident. Their .experience and training are as
follows:

) Unit 1 Supervisor of Station Operations Nuclear:
He was a graduate of the Navy Nuclear Power School and had 8 years of
nuclear experience in the Navy. He was employed at TMI on December 9,
1968. He became a Shift Supervisor on July 15, 1972, and attained his
present position as Supervisor of Operations on April 1, 1978. His
training records show a total of 659 hours of Senior Reactor Operator .
lTicense review and training, completed on August 30, 1977 and 2 1/2
weeks of simulator training. As of March 1979, he had 11 years of nuciear
‘experience at TMI. and a total of 19 years of nuclear experience.

) Superintendent of Technical Support:

He had BS degree in Mechanical Engineering and no previous nuclear exper-
ience when he was employed by Metropolitan Edison -on September 1, 1978.

He was assigned to TMI in 1970. He was placed in the position of Engineer
Nuclear on November 1, 1973, and Engineer Nuclear III on July 1, 1975.

He became a Supervisor_of Station Operation Nuclear on September T, 1975,
and was assigned his present position as Unit Superintendent of Technical
Support on December 1. 1977. His training records show two short college
courses totaling 160 hours of reactor classroom instruction and 2 weeks

of reactor simulator training. The records did not show completion of

any of the more extensive TMI operator tréining programs. He has a

I-1-31




Senior Reactor Operator license for Unit 1, but had not yet aquired an
NRC license on Unit 2. As of March 1979, he had a total of 9 years of
-nuclear experience, all at TMI.

1.4.2 Shift Composition Compared to Technical Specifications

Technical Specification 6.2 specifies the Organization, and 6.2.2 esta-
blishes the Unit Staff, including the shift manning requirements. The shifts
consist of a Unit 1-2 Shift Supervisor, a Unit 2 Shift Fbreman, licensed

control room operators, and "A" auxiliary operators.

Order of Modificafion of License, issued October 13, 1978, requifed the
commitment to specific operator actions to be completed within 10 ‘minutes from
the onset of the small break with a single failure. The licensee designates a
small-break LOCA-CRO (switching and tagging Control Room Operator) and a
sma]]-break LOCA-A0 (primary auxi]iary operator). (Int. 5, 17, 38, 56, 145,
147, 189, 3, 15, 4, 9, 61, 153, 151)

Records reviewed and personnel interviews revealed that the shift comple-
ment for Unit 2 on the morning of March 28, 1979, consisted of:

Unit 2 Shift.Supervfsor - SRPO
Unit 2 Shift Foreman - SRO

Two Unit 2 Conttrol Room -

Four Unit 2 Auxiliary Operators A
Two Unit 2 Auxiliary Operators B

o O O o © o

Two Unit 2 Auxiliary Operators C.
(Int. 5, 17, 38, 56, 145, 147, 189, 2, 14, 37, 189, 3, 15, 151, 4,
9, 61, 153, etc.)

Two Control Room Operators were present in the control room at 0400 hrs

on March 28, 1979. The shift supervisor was in the SS office adjacent to the
control room. (Int. 5, 17, 38, 56, 145, 147, 189, 3, 15, 4, 9, 61, 153, 151)
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Four Rad-Chem technicians were assigned to the 11-7 shift and were present
at the facility at 0400 hrs on March 28, 1979.

Evaluation

The total shift personnel complement present on the 11-7 shift ‘on March 28,
1979, and present at 0400 hrs at the initiation of the accident, met the require-
ments of the Technical Specification.

1.4.3 Shift StaffingﬁburingﬁPrior Trips

The available records of past reactor trip events and plant logs and
staffing records for Unit 2 were reviewed in an attempt to identify any trend:
in operating staff assignments that may have significance in understanding the
causes of the March 28, 1979, accident. No trends of specific significance
were identified.

Of interest though, and outside the scope of this investigation, it was
noted that Shift Supervisor C and Shift Supervisor D were the duty Shift
Supervisors during eight of the ten reviewed trip incidents. Further, it was
noted that in seven of the ten reviewed incidents, the trip was experienced
within a nominal 90 ‘minute period before or after shift change.

1.4.4 Physical and Emotional Condition of Operational Staff .

During the course of interview sessions, limited observations were made
by the investigators to note any readily apparent health or emotional stability
(obvious aberrant behavior) problems of the licensee's operating staff. These
interviews were conducted during-the period early April to early July 1979,
when the members of fhe operational staff were under a high degree of emotional
stress directly as a result of the incident and, secondarily, as a result of the
extensive investigative activity underway and the high level of local anti-

nuc]ear\sentimeht that appeared to be impacting their personal activities.
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It must be noted that the investigators are not trained medical observers,
but rather are lay personnel specifically alert to obvious signs of emotional
stress. Durihg these interviews, while staff personnel recalled the events
and their actions of March 28 and were subjected to the direct questioning of
the investigative staff, no abnormal behavior was noted and all operating
staff participated with logical and poised responses.

A review of the licensee's screening policies-as detailed in their Policy
and Procedural Manual showed that the licensee has a policy of administering a
psychological screening test, to all new personnel hired subsequent to August
24, 1978, in an effort to determine their suitability to work at the facility.
The results of these tests are evaluated by trained medicaﬁ staff.

A further review df the Ticensee's records showed four (one operating and
three support) personnel warranted further evaluation. These individuals
were identified as a result of a review of all personnel files performed in
preparation for the revised NRC regulation on physical seéurity requirements
that became effective in August 1978. Three individuals were evaluated and
cleared. The single concerned operating staff member subsequently reSigned
for independent medical- reasons.

No reasons were identified to suspect that the health or psychological
condition of operational staff members played a contributing role in -the
initiation of or response of the licensee staff to this accident.

1.4.5 Possibility of "Anniversary' Celebration On Site
\

Since the date of the incident, March 28, 1979, represented the first
year anniversary of the date on which Unit 2 attained criticality, the possi-
bility that unofficial "celebrations" may have been underway at fhe time of
the incident was evaluated.
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During the course of this portion of the investigation, no information
‘was obtained that would support- a- contention that a celebration of any type
was in progress. Thus any such contention has no bearing on the initiation or
the conduct of plant staff during this accident. In only one instance during
the course of the plant staff interviews was there a mention of an anticipated
- onsite ce]ebration Further discussion with that individual, (a support staff
member, not one of the operating shift complement) both on and off tape,
revealed that no alcholic beverages were anticipated, and by use of the term
"celebration," the interviewee had intended to 1nd1cate a "coffee and doughnuts“
type of get-together rather than anything more extensive. -

_ There was no knowledge of any planned tcelebration" stated by any opera-
tional personnel, and the investigation has concluded that no such celebration

"was in progress immediately prior to the accident.

1.4.6 Possibility of Plant Sabotage

v

As a result of the high degree of pub]ic'concern associated with the
possibility of sabotage or adverse human actions having caused or contributed
in some manner to the severify of the March 28 incident at TMI, all members of
- the investigative team were alert to this possibility. '

Within their Timited authority, as non-criminal investigators, the assigned
investfgators_pursued the question of possible sabotage during the course of
the'interviéw program through 1iaison with the FBI and other governmental
agencies and evaluation of other referred a]]egat1ons and matters- of concern.

"Limited author1ty” means that the NRC 1nvest1gat1ve staff acted in a noncriminal .

- investigative manner commensurate with their lack of power to administer oaths
(i.e., take sworn statements) to subpoena neceséary documents such as phone
.t011 records and official bus1ness records, or to obtain access to the criminal
1nte111gence records of other governmenta] and/or state agencies. The goal of
this investigation was to attempt to identify any 1nte111genpe that would
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indicate whether sabotage did play a role in the -event. At that point, com-
mensurate with agency policy, the obtained intelligence would be referked_to

~the proper Federal c¢riminal investigative agency.

No information was developed during this investigation indicating that
sabotage was a contributing factor to the initiation of the accident or to the
subsequent response of plant personnel or equipment to the accident.

This investigation has also addressed several allegations provided to the
NRC by confidential sources that alleged sabotage or predictions of catastrophic
events by various individuals or groups. All allegations were determined to '
be unfounded. (Contact of the investigators with the local. FBI agents in
charge indicated a similar disposition by them of matters under their purview.)
"Predictions" in certain neWspaper articles were found upon examination to
include "March 28" only as a reference to the 1978 date that Unit 2 attained
criticality as opposed to "predicting" a catastrophic occurrerce. This investi-
gation found no basis for further evaluation of these articles or interviews
with their authors. |

The interview program addressed ‘the question of potential sabotage on
selected occasions Using questions directed to all working levels regarding
knowledge of possible sabotage.

Responses ranged from direct negative responses to disbelief that sabotage

- could even~be'considered. Noticeab]y lacking during the course of the interviews
was any disloyal animosity on behalf of the plant operating‘staff’toward

. Ticensee management. The operating staff appeared generally satisfied in ‘
their relationships with licensee management, with only minor dissatisfaction
expressed over the adequacy of training. A good degree of rapport appeared to
exist between all levels of operating staff supervision and workers.

- Vocal antinuclear sentiment appears to have been relatively absent prior

to the incident. Relationships between the local govehnments and licensee -
management appear to have been of a tolerant nature.
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Those conditions commonly associated or viewed as causative factors A
precipitating industrial sabotage were not identified by the investigation as
being present at the time of the incident.

~ This investigation evaluated the effort that would be required to attempt
to identify the party or parties who closed the emergency feedwater system
block valves (EF-V12 A/B) for whatever undefined reason that may have motivated
them. The investigétionlrevea1ed that the tWo valves in question were capable
of being operated from three specific locations: the contfo] room, 'the 480V
Substation panels (2-21EA & 2-11EA) at the 305 elevation of the aux111ary
building, and the physical location of each va]ve

Checks of the ]icensee's_security access badging records showed: approxi-
mately 470 licensee personnel and 260 contractor/vendor personneT.wou]d have
had unescorted access to one or more of these locations on any of the two work
days preceed1ng the March 28 incident. Records exist whereby the identity of
the contractor/vendor personnel entering the protected area could be retrieved.
However, the 470 licensee personnel are only logged in at the site perimeter
and need only display their photo ID badge (issued only after psychological
. screenihg and pre-emp]oymentvchecks'are complete) to secure access to the TMI
protécted areas (Units 1 and 2, auxiliary building, turbine building and
environs). - |

Further investigative e?fort of the magnitude that would be reduired to
specifica]Ty identify which of the more than 600 personnel did access the pro-
tected aréa; during the period March, 26, 1979, through March 28, 1979, was
deemed,anarranted at ‘this time in view of the absence of any inteliigence
that adverse human activity was involved in the écqident.

1.5 SIGNIFICANT OPERATING EVENTS

The investigation team reviewed records of operating events related to~
reactor trips and events significant enough to be reportable to NRC under the
licensee's Technical Specifications 6.9.1.7, 6.9.1.8, and 6.9.2.a. In addition,
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the team reviewed reports to NRC by the licensee required by 10 CFR 50.55(e)
that might have significance when examined in light of this accident. .The

- review was conducted to identify potential contributions, precursors, and |
similarities to fhe accident that occurred on March 28, 1979. The results of
this review and the analysis of 1eaﬁs that were followed are presented below.

. 1.5.1 Summary of Selected Licensee Reports

A

The following Construction Deficienty Reports (CDRs) and. Licensee Event
Reports (LERs) were deemed to address elements related to the accident:
Occurrence
CDR/LER - Date , Related Elements

77-9¢c 1/1/717 RCP seai injection determined not to meet single-
failure criterion, with %esu]ting potential of RCP

seal failure on loss of offsite power.

Corrective action required modification to provide

redundant seal water sources prior to initial fuel load.

NOTE: The investigation team reviewed this report
for background 1nform§tiqn and did not pursue
it further.

77-Ne . 9/21/77 GE type SBM switches used in Unit 2 safety-related
' . equipment determined to be subject to potential cracks
“and breaks in the cam followers, which position contacts

within the switches. )

'_Corrective action requfred replacement of all questionable

switches prior to core loading.
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" NOTE: The investigation team reviewed this report
"after the hoteﬁtial'problem with starting
reaétor coolant makeup pumps was identified.
See Section 4.]8, Details I.
78-020-03L 3/29/78 ' Containment isolation valves found inoperable due to
engagement of manual handwheel pins.

Correctibe action required rev%sions to procedures to
ensure handwheel ‘pins are disengaged after manual
operation. ' .
NOTE: The investigation team reviewed this report
'fgr backgrbund’%nformation on'previous examples
of valves mispositioned and/or Teft in an
inoperable condition. This lead was not pur-

' sued further, since no transient was involved.

- 78-021-03L 3/29/78 Reactor trip and ES actuation upon loss of a vital bus.
" ’ The RCS depressurized via the EMOV, which failed oben

on loss of power." The cause of the depressurization

was not obvious to the operators because the EMOV did

not have actual position indication. Compensated.

pressurizer level indication was also lost, since it is

powered from the same source.

Equipment modifications subsequent to this event included
providing indicatéon that the EMOV actuating solenoid
had energized (but not that the EMOV was actually open

or shut) and a change to the EMOV failure mode so that

it would close on loss of power.
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- 78-027-01T 4/13/78

78-033-01T 4/23/78

’

NOTE:. The investigation team reyiewed records related
“to fhis event for, background information on
earlier EMOV and pressurizer level indication
problems. See Sections 1.5.2.1, 1.6.2 and 4.10,
Details I.

B&W informs licensee a small-break LOCA on the discharge
side of an RCP is more critical than that previously
analyzed. Solution to problem requires operator action

to cross-connect and throttle HPI fiow during a small-break
LOCA. ; |

NOTE: The investigation team reviewed this report
for background information and to gain per- .
spective on the conditﬁoning of operators to
ensure proper response to the small-break

- LOCA.

Reactor trips at power, resulting in ES actuation;and
RCS depressurization from excessive O0TSG cooldown.
Operator failed to decrease speed of steam-driven
feedwater pump, which was in manual, until excessive
0TSG feed had occurred. Preliminary calculations.
indicated a steam bubble may have been introduced into
one or both RCS hot legs.

Corrective action required investigation'of the initiating
event, additional tuning of controls, a change -in Techni-

cal Specifications and revision to operating procedures.

NOTE: The investigation team reviewed this report
for background information;'but did not pur-
sue it further, since the transient did not’
involve a loss of feedwater or failed opén
EMOV. '
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78-055-03L 9/13/78

1

78-062-01T 10/19/78

78-065-99% 11/7/78

Control rodm emergency air handling system dampers

failed to respohd to a close signal.

Corrective action required resolution of construction
problems and re-inspection of air-operated dampers for
operability. ' ' '

NOTE: The investigation team reviewed this report

for background information on potential Cauges
of the buildup of radioactivity in the Unit 1
and Unit.2 control rooms which occurred during
the accident. See Details II.

RCS unidentified leakage exceeds Technical Specification

Timits, without shutdown, due to misihterpfetatidn of
requirements.

Corrective action required reduction in unidentified

Teakage and instruction of personnel.

NOTE: The investigation team reviewed this report
for background information. ' See Section 1.2.3,
Details I, for additional problems in this area.

Reactor trip at power and ES actuation on loss of one
steam-driven feedwater pump. This'pump tripped following
loss of one condensate booster pump. That pump tripped
on a low suction pressure trip; resulting from the loss
of two -heater drain pumps, Whjéh supply nearly 30% of

the total feedwater flow. Preésurizer lTevel indication
was lost during the transiént, but licensee calculations
indicated the pressurizer was not emptied.
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Licensee reported, "No corrective action is required."

NOTE: The investigation team reviewed the records
of this event for background information.

78-069-99X 12/2/78 Reactor trip at power and ES actuation due to overfeeding
C of 0TSGs during transfer from the startup to main
" feedwater valves. The main feedwater regulating valve
was found full open and disabled in that position.
Corrective action required procedure revision to pre-

vent reoccurrence.

"NOTE: The investigation team reviewed this report
for background. information on previous ES
actuations and examples of mispositioned
valves, but did not'pﬁrsue it further, since
the transient did not involve a loss of feed-

]

water-or failéd open EMOV.

78-073-03L 12/15/78 Sample lines to HP-R-227 suspected to be source df
water accumulation, which caused air pump to sieze.
3 i
Corrective action required pump replacement, sample
line heat tracing, periodic inspection for conden-
sation and’inveStigation of appropriate long term

fixes..

:NOTE;} The investigation team reviewed this report
" _for background information on potential sources
of water in these lines, found during the acci-

dent. See Sequence of Events.

\
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79-001-E 3/21/79 Valve mistakenly left closed following maintenance and .
clearing of tags, resulting in sulfuric acid distharge »

to the river during condensate polisher regeneration.
Corrective action required re-instruction of personnel.

NOTE: The investigation fqam reviewed this report
for background information on additional
examples of misaligned valves. The lead was
not pursﬁed further, since it did not involve -
an RCS transient. ’

79-002-03 12/26/78 Adequate documentation was not retained following-NI
calibration surveillance testing to demonstrate Technical

Specification compliance..
Corrective action required re-instruction of personnel.

NOTE: The investigation team reviewed this report for
' background information on surveillance test
\ ,
record keeping. See Section 1.3.4, Details I

for additional problems in this area.

As'mentioned at the start of this section,, the above LERs and CDRs were
selected to identify potential contributors to this accident. No attempt was
made by the investigation team to perform an in-depth analysis of the LER
hisfory of the Ticensee. That analysis is being addressed e]sewhehe.

(
NOTE: NRC has negotiated a modification to the Teknekron, Inc..cohtract
titled "Licensee Performance Evaluation;" that extends their study to include
.all .operating B&W plants, including TMI-2; thereby providing independeht
in-depth aha]yses of the pérformance of these licensees and the differences
between them. The methodology developed By,Teknekron has been teSted'on 12
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plants and.focuses on LER content to identify trends in parameters that reflect
performance of faci1ity,'operating'personne1\and management. The results of -
this study should be available within six months and the investigation team
did not attempt to duplicate. that effort. '

1.5.2 Review of Selected Prior Trips

1.5.2.1 Previous Event Involving the Electromatic Relief
Valve (EMOV)

On March 29, 1978, a reactor trip occurred while physics testing was in
’ progress. The power level was much below 1% prior to the event and there was
essentia11y no exposure on the core and hence no decay heat. While reactor
building isolation and cooling surveillance were being performed, a fuse~b1ew
in a power supply that supplied power to a pressure transmitter feeding a .
bistable associated with the EMOV. The EMOV opened, and reactor coolant
system pressure fell from 2188 psi to approximately 1173 psi at which time
power was reestablished to the pressure transmitter and the EMOV .reclosed.
Saturation conditions in_the RCS were not reached (Thot and Tcoid were iso-
thermal and the maximum temperature reached was 535°F). - The valve remained
open for approximately 4 minutes. The reactor tripped on the power/flow trip
~that was brought about by the loss of power when the fuse blew. (The reactor
protection system erroneously sensed that a reactor coolant pump had tripped.)
During the decrease in pressure, high-pressure injection was initiated at
approximately 1600 psi.

Evaluation

A review of computer printouts indicates ‘that the HPI was: bypassed
Pressure recorder traces and records indicate that the HPI system was manually
shut off. (Ref. 145) This action was apparently based on the concern of
injecting sodium hydroxide into the RCS. Pressure recorder traces indicate
that RCS pressure was below 1700 psi for approximately 1 hour. It was noted
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. during the review of computer printouts that high-temperature alarms came {n
on both safety valves 1.5 minutes after a high outlet ‘temperature was. alarmed.
on the EMOV. 1In addition, it was noted that the Reactor Building Sump Pump .
was actuated during this event probably as a result of RCDT relief valve
operation. As a result of this event the licensee recognized (Licensee Event
Report 78-22/99X) that without position indication for the EMOV the_cause of
the depressurization was not obvious to the operators. (Ref. 42) Corrective
actions taken in this regard are addressed in Section 1.6.2.2 of Details 1.
NRC review of this event is documented in IE Inspection Report 50-320/78-15,
Paragraph 4. ’ / '

1.5.2.2 Previous Loss of Feedwater Transient

’ On November 3, 1978 the reactor tripped.due to a loss of feedwater event. -
(Ref. 147) The loss of feedwater occurred when an instrument technician

opened the control power breaker to the condensate polisher control panel by
mistake. This action resulted in the closing of the condensate polisher

outlet valves. When the flow of water was interrupted the condensate booster
pumps and the main feed pumps trippedc The power. level prior to the reactor
trip was 90%. Upon loss of feedwater to the steam generators the pressure
increased in the primary system eventually reaching the high pressure trip
setpoint. The EMOV éppears to have functioned normally. RCDT pressure ih-
creased from approximately 0.8 psi to 2.0 psi in 15 seconds. Maximum RCQT
pressure was approximately 11 psi. ‘Reactor pressure increased to approximately
2360 psi then reached a minimum of apprdximately 1940 psi. Pressure then
returned to approximately 2100 psi. There was no initiation of high pressure
injection since pressure did not decrease below the initiation setpoint.
Pressurizer level, iﬁitia]]y at approximatély 220 inches. reached a minimum of
approximately 100'inches and then stabilized at approximately 105 inches. No

- fuel damage was indicated from the review of the event.
Steam generator A startup feedwater level was approximately 140 inches

prior to the event. Within 30 seconds the.level was below 1é inches and in 48

' seconds was indicating a "dry" condition (10 inches). The dry condition was
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maintained for approximately 3 minutes and level did not increase above 18
inches for approximately 4 1/2 minutes. .Steam generator B startup feedwater
level was approximately 147 inches prior to the reactof trip. A level of
below 18 inches was experienced in approximately 50\5econds and stayed below

this value for approximately 4 minutes.
Evaluation

Technical Speciffcation 3.4.5 requires that each steam generator shall be
operab]evwith a watervlevel between 18 and 440 inches in Modes 1, 2, 3 and 4.
Since the reactor was in Mode 3 during this occurrence and the steam generator
levels were not maihtained above 18 inches the above requirements of Technical

‘Specification 3.4.5 were not maintained:

‘At the request of an investigator the licensee was requested to review

- records to determine the level of review that the event had received. This
review indicated that with the exception of a'Reactor Trip Report (single
page) and some hand drawn curves performed by a corporate office engineer
_thefe was no detailed review of the event. The review by the licensee §1so
noted there were no Site Problem Reports or Site Operations Memoranda written
by B&W as a result of the event. '

Technical Specification 6.9.1.9.b requires the licensee report in writing
within‘30 days“$he occurrence of event of the type leading to operations in a
| degraded mode permitted by a Timiting condition for operation. Technical
Specification 3.4.5 requires each steam generator shall be operable with a
water 1eve1;bgtween 18 and 440 inches. Actioh statement 3.4.5.b requires that
with one or more steam generators inoperable due to the water level being out-
side of Tlimits, be in at least Hot Standby Within;G hours and in Cold Shutdown

\

within the next 30 houts.

~ Contrary to the-adee, the licensee failed to report to NRC the occurrence
of steam generator levels below 18 inches for about 4 minutes, a degraded mode
allowed by the Technical Specifications, at about 11:48 p.m. on Novémber 3,
1978. This.item is under consideration as a potentia1litem of noncompliance.
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1.6 Corrective Maintenance Practices
1.6.1"  General | | | * -

Because the accident of March 28, 1979, involved the failure or malfunction
of one or more components, the investigation team performed a review of plant '
maintenance practices. The review concentrated on the area of corrective
maintenance since this area addresses the repair of failed or malfunctioning
- components as well. as the interface between maintenance and operational
~activities. ;

" Corrective maintenance is administered through the use of work requesté,
also referred to as "job tickets." The work request form allows a p]ant~staff
member to request. change or mod1f1cat10n work. This system allows for classi-
fying the work with respect to 1eve1 of control (QC or non-QC), change or
mod1f1cat10n radiation or nonradiation, and/or correct1ve ma1ntenance The
work request provides for superv1sory review for the issuance of work to the
responsible group as well as a. review for use of appropr1ate procedures to
meet the defined effort. A1l work requests are numbered,-and recorded in a
maintenance logbook which contains, among other things; a short title, type of
action'required, and the group to perform the effort. The term "cancel" noted
in the log indicates either that a duplicate request is on file or that, after

review of the request, the problem no longer exists.

Maintenance Station Administrative Procedure No. 1026 and Station Corrective
'Maihtenance Procedure No. 1407-1 define the work request system and responsibilities
for the conduct of corrective maintenance. Responsibilities are defined for
the Unit Superintendent, Supervisor of Ma1ntenance,'Supervisor'of Operations,
MaintenancelForeman, and Supervisor of Quality Contrb]T Each-Uhit Supervisor
of Maintenance receives the work request, which is logged into the specific
unit log. The work request is classified and a551gned to the proper maintenance
group. The work is performed by Metropolitan-Edison personne] or by a contractor.
The ma1ntenance contract work is performed by Catalytic, Inc. The contract

\

oot
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maintenance work is performed under terms, conditions, and provisions of
General Maintenance Contract, Metropo]itan-Ediéon, P.0. No. 38735. The same
procedures that cover Metropolitan-Edison maintenance are app]icab]e to the
contractor. (Int. 193) Catalytic, Incorporated, maintenance personhe] can

. perform maintenance on both safety-related and nonsafety-re1ated systems and
equipment. T )

Corrective maintenance is coordinated with and controlled by the Opera-
tions personnel from the initiation of the maintenance efforts to its compie-
tion. The work is to start after Technical Specification requirements are met.
Operations is to control, by procedure, (Administrative Procedure 1002) that
tagging is accompiished, and returning of the repaired system to service is
accomplished after a retest.. (Ref. 39) The signed, completed work request is
returned through QC, if the system is QC classified, to the Maintenance Super-
visor for final closeout signatures. The originator or the originators
supervisor is not involved uniess the need or results of the work requires his
expertise. | |

The Operations Shift Foreman approves the commencement of work.  The
Maintenance Foreman is responsible for having Operations perform the tagging

and reporting sﬁatus, as work progresses, to Operations.

Thus, Maintenance initiates tag contro1; and Operations maintains control
for the use of the tags. The maintenance and documentation of tags and tag
status is kept by Operations to ensufe operational knowledge of the plant
component/system conditions at all times.

The maintenance function is carried out by each discipline of maintenance
under ‘a supervisor who has foremen who ultimately assign the crafts to perform
the work. The day shift consists of supervisor, foreﬁan, and craftsmeﬁ of the
same discipline; the remaining two shifts are compdsed of a foreman in one
discipline with craftsmen'fﬁom the threevmajor discip]inés to perform the
work. The personnel are'assigned specificé]]y to Unit 1 or to Unit 2, but
perform work as assigned to either unit. ADuring active perfods such as an
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outage it is not unusual for most craftsmen to be assigned to the unit in an
~ outage status. - '

Operations maintains an ongoing Tist, called a "no name outége," for high
priority work to be performed in the event of an unplanned outage of an operating
plant. At the time of a plant trip, maintenance reviews the listed work and
plans for work to be performed. '

1.6.2 Selected Component Maihtenahceinstory Immediately
Prior to March 28, 1979 '

1.6.2.1 Main Feedwater System

The inspector reviewed selected files located in the Unit 2 Mechanical
Maintenance Office on May 8, 1979. Information in the files on the feedwater ,
system included work performed on feedwater pump FW-P-1B, work request No.
WRC0180, December 13, 1978, related to a stuck shaft problem, and WR1357 which
involved the feedwater pump lube 0il system. The file contents did not indicate
that the feedwater system was not in acceptable operational status prior to

the March 28, 1979, event.. A work fequest WR .0334, which addresses FW-P-1B
iturning gear, remains open;

1.6.2.2 Electromatic Relief Valve.

1.6.2.2.1 Valve Control Revisions

' »Informatfon pertaining to the Unit 2 installed Electromatic pressurizer
relief valve was reviewed. The relief Vé1ve is an e]ectrica]]y-actuated pilot
~6perated pressure relief device. This valve is manufactured by Dresser Industries,
Inc. It is installed in conjunction with a pressure-sensitive element having
set pfessure values: for electrical signal actuation of a solenoid that actuates

a pilot valve allowing for automatic pressure relief. The valve had leaked in
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place during the hot functional test of the facility. Corrective maintenance
was performed and testing was accomplished.

A QC surveillance report (77-266,»0ctober 27, 1977) documentsAthe testing
of the electromatic pressurizer relief valve. (Ref. 43) The bench test included
electrical checks, pressure application to 2300 psig, and electrical actuatidn.
of release and, after re1ease, Teak checks.

The original wiring of the installed Unit 2 electromatic pressurizer
_re]jef valve was modified (ECM No. S$-5934, EMOV), to allow visual control room
indication of power across.thé pilot operator solenoid. This does not provide
the operator with valve position, only demand position. The loss of power
logic was also changed to have the valve remain in the nonactuated state upon
a loss of electrical power. The original installation did not have these
features and had resulted in the actuation of the valve during a loss of power
occurrence on March 29, 1978. The followup actian’ to the March 29, 1978, event
“included the performance of corrective action as stated in LER 78-21/3L. Based
on discussions with the licensee, the change included the indication of power
through the pilot valve solenoid, which appears to function properly.

The investigator reviewed B&R Field Questionhaire, FQ, No. 2529, April 6,
1978, which. addresses ECM S-5934 which specified the circuit revisions to be
made. The FQ, page 2, states that "Unit wired up per the prints and tesied
out." Documentation was not available about how and when the retest was done
and the results. The Shift Foreman's Log Book, May 6, 1978, contains an entry
1615, page 488, which indicates the "I&C checked out RC-R2 indicating 1ight on
Panel 4."

Evaluation
Station Administrative Procedure 1021, Plant Modifications, Revision 5,
June 28, 1978, paragraph 4.1.a, requires that "the Supervisor of Maintenance

-receivés a work request which“represents a change/modification to a system or
component." Documentation of a Work Request was not ayai1ab]e. The original
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..FQ.does. not designate. the. change as either minor or major. The lack of designa-
tion of the type of change and thé absence of a work request is contrary to

the requirements of Station Administrative Procedure 1021, Plant Modification.
This procedure, if followed, designates if the change/modification must be
included in opérator training. Failure to follow this procedure is being con-
sidered as a possible item of in noncompliance with Technical Specification
6.8.1.a.

The technical specification 6.8.1.a requires written procedures shall be
implemented covering activities referenced by applicable procedures recommended
in Appendix A of Regulatory Guide 1.33, November 1972. Appendix A of Regulatory
Guide 1.33, addresses typical safety related activites to be covered by written
procedures. Paragraph 9a of RG 1.33 states that "maintenance that can affect
the performance of a safety-related equipment should be properly planned and

performed in accordance with written procedure...appropriate to circumstances".

Station Administrative Procedure 1021, Plant Modification, Revision 5,
June 28, 1979, paragraph 4.1a) requires that "the Supervisor of Maintenance
receives a work request which represents a change/modification to a system or

component".

Contrary to the above there was no work request for the work performed in
completing ECM S-5934 which specified changes to the pressurizer relief valve
RC-R2 including the addition of an indicating light and a revised logic on

loss of power actuation of the valve.

1.6.2.2.2 EMOV Locations and Handling

During discussions with the licensee and contractors about the pressurizer
electromatic relief valve, it appeared that both the Unit 1 and Unit 2 valves
had been used on Unit 1 pressurizer during the course of earlier Unit 1 operation.
The valves are interchangeable. Both are Dresser Type 2-1/2 31533VX-30.
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The investigator reviewed Drawing No. 2841-60501, March 20, 1979, which
shows Serial No. BL-08305 for B&W Contract No. 620-005, (Unit 1). The valve
was visually inspected in place and the serial number was checked by the
investigator to be BL-8905. The serial number for the installed Unit 2 valve
is believed to be BN-4233. The Unit 2 B&W Contract Number is 620-006. United
Engineers and Constructors, Inc., Order No. 022660LS, does not 1list the serial
number of the valve in place on Unit 2. The investigator inspected the third
electromatic valve located in storage. The Serial Number of this valve is
BS0-3989. It is concluded that electromatic valve Serial Number BN-4233 is on
the Unit 2 pressurizer, the Unit for which it was originally ordered.

Documentation reviewed indicates that valve BN-4233 was sent to the
manufacturer for inspection, refurbishing, gasket replacement, reassembly, and
testing as documented in Jersey Central Power and Light Purchase Order No.
C-0224, June 8, 1976. '

Evaluation

The valve history indicates that both electromatic valves have been
refurbished and each has been installed on Unit 1 pressurizer. The current
status is that the original valves as purchased under the two B&W contracts
are installed on their respective pressurizers.

1.6.2.3 EMOV Block Valve.

The pressurizer electromatic relief valve upstream block valve, RC-V2,
had work performed on it on September 14, 1977. (Machine History File, WR
1166; Ref. 45). The motor operator was removed to allow repacking the valves.
The valve was cycled. Discussions with licensee personnel indicate that there
has been a concern that the block valve could stick shut or open if used too
often.
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1.6.2.4 Emergency Feedwater Pumps.

The machine history file on the electrical emergency feedwater pumps,
EF-P-2A and 2B, did not indicate a problem relative to the event of March 28,
1979. The most recent history indicated that motor windings and connecting
electrical cables were checked after an event involving steam leakage in the
pump area. The steam leakage was due to the atmospheric dump valves (MS-V3A
and B) bellows (MS-U7A and B) failing during turbine trip testing on January
15, 1979, and subsequent reactor trip and loss of condenser vacuum. (TMI '
Reactor Trip Report January 15, 1979, Ref. 6). The steam was reported to have
filled the M-20 area where the pressurizer breaker, silicon controlled rectifier
(SCR) panels are located as well as the steam-driven emergency feedwater pump,
EF-P-1. The adjacenf area where EF-P-2A and 2B are located also contained a
steam environment.

Checks and repairs were made to equipment in these areas. The checks on
the pumps were performed by Catalytic, Inc. The work was comp]éted on January 23,
1979, WR C0711. (Ref. 7) Checks were made on electrical reactor building penetra-
tions in the M-20 area for heat and moisture damage. (WR €0718; Ref. 8). This
work request and the Maintenance Procedure Format and Approva] form TMI-84-2-78
were reviewed. The documentation indicates that visual checks were completed
January 16-17, 1979. Review of the documentation indicates that no problems
were found during these visual checks.

1.6.2.5 Pressurjzer Heaters.

The Licensee performed maintenance (WR 709) involving the repair of
pressurizer heater panels. This effort resulted in the repair of the pressurizer
heater transformers and repairs -to cabinet 324. The repair description was
not specific. Discussions with licensee personnel indicate that there have
been problems with the pressurizer heater breakers. It is beljeved that the
problem is associqted with the'high temperature in the M-20 area due to the

~proximity of the main steam lines in this area. It was further noted that
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control room indication is not available for individual- breakers which are
subsets of main breakers indicated in the control room. The primary control
room indication of individual heater breaker problems is indirect in that it

is related to pressurizer pressure recovery rate.

1.6.2.6 Waste Tank Rupture Discs.

The investigator reviewed the Unit 2 maintenance request log for thé
past year and discussed with the mechanical maintenance department personnel
what they knew of a work request to correct rupture discs for auxiliary build-
ing Sump tank (ABST) WDL-T-5 and miscellaneous waste tank WDL-T-2. Application
for Apparatus to be taken out of service, control No. 2385, May 10, 1978, was
found in the control room active tag log. This document notes the reb]acement
of a rupture disc as work to be done. The document does not reference a work
request number in the blank provided. A work request No. C1117, "WDL-U224,
replace ruptured diaphragm," February 8, 1979, is currently an open work item.
It was stated by Licensee personnel that there were problems with the rupture
discs for these tanks that may possibly be traced to the preoperational phase
of TMI-2. (The discs are manufactured by Zook Enterprises and are rated at
19.6 psig + 2% at 104°F.) An order for spare discs (P.0. No. JCP 0C211,
February 11, 1976) is in existence (Ref. 10). The discs are interchangeable
for the tanks. The information indicates that tank WDL-T-5 had a ruptured
disc on March 28, 1979. (The plan drawings, B&R Drawing No. 2485,
Rev. 9, Radwaste Disposal - Miscellaneous Liquid Auxiliary Building Sump Tank
Plan and Section, and B&R Drawing No. 2482; Rev. 13)

1.6.2.7 Emergency Feedwater Valves.

The investigator reviewed work request No. 756, January 16, 1979, requiring
maintenance checks of emergency feedwater valves 12A and B, 32A and B, and 33A
and B. (The 32 valves bypass the 11 valves and the 33 valves bypass 11 and 12
valves; Burns & Roe Drawing 2005; Ref. 50) The work request ‘was returned to
the Operations Shift Foreman on January 24, 1979. The information contained in
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the work request indicated that the valves remained to be cycled to complete

the assigned work. The information available did not include Meggering of valve
operator cables to validate acceptance criteria contained in the work request
procedure. (Station Preventative Maintenance Procedure E-2, Dielectric Check

of Insulation, Motors and Cables, Ref. 51). Because of the apparent incomplete
data and the lack of documented cycling of the valves, the investigator requested
tagging documentation. Licensee personnel did not locate the tagging docﬁment.
Catalytic, Inc., did locate copies of Application for "Apparatus to be Taken
Out of Service" No. 4030, January 18, 1979, and No. 4044,'Janury 20, 1979.

Both applications were incomplete and would require Operations personnel for
proper completion. The investigator did not find suitable documentation

as to whether valve cycle, Megger checks, tagging clearance, and acceptance
tests to return the valves to service were performed for the listed valves.

The Unit 2 maintenance log carries this work request in an open status as of
June 20, 1979.

Evaluation

Station Preventative Maintenance Procedure E-2, paragraph 4, requires the
use of TMI Administrative Procedure No. 1002, Tagging. Procedure E-2 presents
Megger acceptance criteria. The work request documentation failed to validate
acceptable Va]ues. In that the 12A and 12B valves are known to have been
operated and documentation is lacking for retest, satisfaction of acceptance
criteria, and tagging clearance requirements, this item is under consideration

as a potential item of noncompliance.

Procedure 1002, Revision 14, paragraph 4 "Restoration to Service", states:

"Restoration to Service:

"When work has been completed, grounds removed.,-and all--parties that have
received clearance have reported é]ear, and the Shift Foreman has deemed
that the equipment is ready for service, the Switching and Tagging CRO
shall so note on the Clearance Control Document. This notation will

include the time, date and a statement as to the status and position of
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the isolated equipment.... The Shift Foreman shall then sign the original
application, indicating that the equipment is approved for operation."

1.6.2.8 Pressurizer Safety Valves.

The investigator reviewed licensee records pertaining to pressurizer
safety valves RC-R1A and 1B. WR 340, March 25, 1977, contains results for
1ift tests of these valves. These results indicate that the settings are
within the acceptance criteria +1% of the 2450 psig setpoint (Int. 139).
1.6.3 References

The references used in this report section are:

109, 99, 55, 100, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120,
121, 122, 123, 124, 125, 126, 127, 128, 129, 130.
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2. OPERATOR ACTIONS DURING ACCIDENT

2.1 General

In this section, the use of the term "operator" is being applied liberally
to address actions by those licensee staff members, including-management level
personnel, who are assigned routinely to shift operation responsibi1ity.' Sub-
sections 2.2 - 2.13 will identify the major procedural requirements applicable
during different phases of the accident, and the manner in which these require-

ments were addressed by the operators.

2.2 Operator Actions Following Loss of Main Feedwater

Through records review, analysis, and personnel interviews, it was deter-
mined that the immediate and following actions prescribed in the procedure
(2202-2.2, Loss of S/G Feed, Revision 3, October 13, 1978;'Ref. 26) for the
loss of Main Feedwater flow to both 0TSGs were appropriately addressed as dis-
cussed below:

0 When loss of FW is due to loss of both feed pumps, trip the reactor.

~ The reactor tripped automatically due to high RCS pressure and the full

" rod insertion was verified by the operators immediately after the trip.
The manual reactor trip was delayed approximately 20 minutes. The inter-
views revealed that this action was delayed because of the rapid sequence
of events following the turbine/reactor trip. The reactor trip is treated
in Section 2.4 of this report (Int. 3, 15, 9).

o  Verify that turbine trip and stop valves closed.

Turbine trip procedure (2202-2.2; Ref. 28) covers this activity. This is
treated in detail in Section 2.3 of this report.
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0 Verify that EF-P-1, EF-P-2A, and EF-P-2B start as evidenced by pump dis-

charge pressures.
The operator noted the pumps as operating and "normal” (Int. 4, 9, 61).

0 Verify that emergency feedwater valves (EF~V11A and V11B) are in automatic
and controlling OTSG level at 30 inches on the SU range indication.

The operator actions relative to this requirement are described in detail

in Section 2.3 of this report.
Evaluation

The investigation concluded that the major procedural requifements applicable
to this event were appropriately addressed in the actions taken by the operators
immediately following a loss of all main feedwater to the 0TSGs. This conclusion
does not include those items which are covered in Section 2.3 and 2.4 of this

report.

2.3 Operator Actions Following Turbine Trip

The TMI-2 unit experienced an ana1yzed turbine trip as a result of the
loss of main feedwater and experienced a loss of all feedwater for approximately
8 minutes because the emergency feedwater header isolation valves were apparently
in the closed position at the onset of the turbine trip transient.

Through records review, analysis, and personnel interviews, it was determined
that the immediate and followup actions for a turbine trip on (Emergency
Procedure 2203—2.2, Turbine Trip, Revision 7, October 25, 1978; Ref. 28) were
addressed by the operators as appropriate including: |

2.3.1 Immediate Operator Actions

0 Verify that the turbine stop valves are closed and generator breakers and
field breakers are open. Verify that the start of the seal oil backup pump,
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the turbine gear oil pump and the bearing 1ift pumps and the closure of the
extraction steam valves.

The operator noted that the turbine trip was normal with the exception of
one turbine stop valve which did not indicate closed. The associated
control va1ve was verified closed and, additionally, the turbine Was
tripped manually. (Int. 4, 9, 61)

0 Monitor pressurizer level, RC pressure, and RC temperature.

After approximately 2 minutes, the high pressure injection (HPI) initiated.
As the pressure decreased below 1600 psig, the pressurizer level continued
to increase to full scale. The operators were not surprised by the HPI
actuation but they did not understandy the high pressurizer level and the
continuing low RCS pressure. The initiation of ES is covered in more
detail in Section 2.5 of this report. (Int. 5, 6, 17, 38, 3, 15, 4, 9,

61)

) Notify HP/Chemistry to sample RC letdown for dose equivalent iodine
between 2 and 6 hours after a power change of greater than 15% power in a one
hour power per Surveillance Procedure 2304-302.

Upon the announcement of the turbine reactor trip, the chemists on duty
insure that letdown sample is placed in recycle in preparation for
obtaining a RCS/letdown system sample. (Int. 5, 17, 38, 2, 14, 37)

) In the event that the vacuum is lost in the main condenser, verify
atmospheric reliefs are controllling header pressure at-1010 psig and reducing
reactor power to zero (hot standby). Add required makeup to tank as Tave is
reduced to 532°F (885 psig OTSG pressure). "

Initially following the turbine trip the main éteam code safeties lifted,
0TSG pressures reached a maximum 1070 psig, and the operator noted the
main steam turbine bypass valves functioning to maintain steam header
pressure. |
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The operator interviews indicated that the main turbine bypass valves
(MS-V25A, 25B, 26A, and 26B) were placed in manual and cracked open
(apparently at 1.2 minutes) when the operators perceived the values were
not responding adequately to the increasing OTSG pressures. (Int. 4, 9,
61)

0 If turbine trip is due to loss of both feed pumps, verify that emergency
feed pumps have started and are delivering water to the OTSG.

The operator noted that all three emergency feed pumps had started and
appeared normal with the 0TSG Tevels decreaéing and the level control
valves EF-V11A and 11B traveling (dual indicating lights). The controllers
for the emergency feedwater control valves (EF-V11A and V11B) are located
above the 1lights for the EF-V12A and V12B valves on the same panel. The
operator did not note the fact that the EF-VI2A and V12B valves were

closed at that time. (Int. 4, 9, 61)

The operator watched the steam generator levels for a sign of feedwater
and water level increase. After observing no level change the operator
quickly reviewed the valve lineup, noting the emergency feedwater control
valves (EF-V11A and V11B) opening. The operator placed the controls in
manual and raised the demand signals to full open in the attempt to

increase the rate of emergency feedwater delivery to the 0TSGs.

Evaluation

At approximately 5 minutes into the turbine trip transient, the operator
noted that the emergency feedwater level control valves were continuing to
travel to the open position. The valves were not supplied adequate air to
operate. The valves fail "as is" and only respond if air pressure is aQai]ab]e.
It can be reasonably postulated that the failure of the condensate polisher
outlet valves to the closed position (loss of instrument air pressure) and the
failure of the emergency feedwater valves to respond normally (loss of instrument
air pressure) were related. Operator interviews revealed that the valves did
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not appear to operate properly. The valves were expected to bpen fully shortly
after the OTSG levels decreased below 30 inches and the valves were continuing
to travel at about 0405 hours.

2.3.2 Followup Operator Actions

The operator noted the continuing lTow levels (approximately 10 inches on
the startup range, which was assumed to be dry).

At this time in the event (approximately 5 minutes) after the O0TSG levels
had remained below 30 inches on the startup range from 30-40 seconds after the
start of the accident, the feedwater control valves had sufficient time to
stroke fully open from their normally closed position.

The Unit 1 Shift Supervisor arrived in the area at about 0408 hours;
noted the Tow steam generator levels, and stated the concern of no apparent
delivery. of feedwater. Simultaneously, the operator had noted the emergency
feedwater header isolation valves (EF-V12A and 12B) closed. The operator
announced the condition, and simultaneously opened both feedwater header
isolation valves (EF-V12A and V12B). The operator stated that he had looked
at the panel valve lineup twice before discovering the valves to be closed.
The first scan of the panel was made standing close to the panel and leaning
over the console, possibly obstructing his vieW of the lower valve (EF-V12B).
The upper valve (EF-V12A) indicator light (green for closed) was covered by a
caution tag hanging from the main feedwater pump 1B miniflow valve (V16B)
control station.

NOTE: The caution tag indicated that the control for the main feedpump
1B miniflow valve (V16B) should remain in MANUAL due to a flow instrument

prob]em; The tag was issued on March 20, 1979, for the transmitter valve

(C0-V53D) repair (Work Order 1735). (Int. 4, 9, 61, 5, 17, 38, 3, 15).

A review of Administrative Procedure 1037, Revision 1, August 23, 1978,

Caution and Do-Not~Operate (DNO) Tags, revealed that no formal guidance is

given concerning the method of hanging tags to prevent inadvertent covering of
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other information devices (lights, identification tags, etc.) or impeding the
_ operation of other equipment or controls.

Immediately following the opening of the emergency feedwater header iso-
lation valves (EF-V12A and V12B), the operator noted flow noises from a Loose
Parts Monitor channel (apparently from the main steam area and/or A OTSG), an
increase in the Q0TSG pressures above the low of approximately 780 psig (8 minutes),
and a decrease in the RCS temperature during the subsequent 12 minutes from ‘
597°F to 555°F. (Int. 4, 9, 61)

Evaluation

Technical Specification 3.7.1.2 requires that three independent steam
generator emergency feedwater EFW pumps and associated flowpaths be operable
in Modes 1, 2, and 3 (0TSG pressure greater than 800 psig). The specific.
action does allow one emergency feedwater system to be inoperable, provided
the inoperable system is restored to OPERABLE status within 72 hours or.the
reactor is to be placed in hot shutdown within the next 12 hours. Prior to
0400 hours on March 28, 1979, the licensee did not provide a formal routine
shift check of engineered safeguards equipment, including the status of the
emergency feedwater pumps and valves. Additionally no alarms were provided to .

annunciate the emergency feedwater system in the inoperable condition.

The plant was operated with the emergency feedwater system in the operable
condition as a result of the emergency feedwater isolation valves (EF-VI2A and
12B) being closed for a period of time prior to 0408 hrs on March 28, 1979.

The continued plant operation with the emergency feedwater header isolation
valves (EF-V12A and 12B) in the closed position is an apparent breakdown in
the Ticensee controls over the operability of safety related equipment, and is
being considered as a potential item of noncompliance pursuant to Technica]

Specification 3.7.1.2.
A review of plant records and charts revealed that the recovery of the A

0TSG Tevel to 30 inches at 0420 hrs and the B OTSG level to 30 inches at 0425
hrs was delayed because the emergency feedwater flow was apparently limited or
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ineffective in reestablishing the -0TSG levels even with full emergency feed-
water flow available. (A1l three emergency feedwater pumps operating.)

The steam generator pfessures did not recover to the turbine bypass valve
setpoint of approximately 1010 psig (or the safety valve setpoint of 1070) or
provide significant cooling rates as Tavg decreased from 597°F to 547°F. The
difference between the actual steam generator pressures and the RCS average
temperature which determined 0TSG saturation pressure, indicate that the OTSGs
were "dry." '

During this period, between 0408 hrs and 0416 hrs, all three emergency
feedwater pumps were operating with discharge pressures greater than OTSG pres-
sure. Their discharge pressures show distinct step changes simultaneously.
This uniform variation in EFW pump discharge pressures indicated manual throt-
tling or simultaneous stepwise movement of two automatic valves since 0TSG
levels were less than 30 inches.

One operator interview revealed that the emergency feedwater flows were
maintained at the maximum amount (not throttled) until levels were responding
and recovering. However, another interview indicated that the emergency feed-
water (EFW) was throttled to 1imit the thermal shock of the O0TSGs and minimize
the effect on the RCS pressure and temperature. (Int. 4, 9, 61)

The investigation concluded that the extended times (13 minutes for the A
0TSG and 17 minutes for the B OTSG) for the restoration of minimum OTSG levels
minimum to more than 18 inches (30 inches normal low limit setpoint) was the
result of throttling the EFW flow. The conclusion was based on operator inter-
views and an analysis of EFW, OTSG, and RCS parameters.

At 0532 hrs during the accident, the A OTSG level decreased to 10 inches
(mihimum level indication) beteen 0532 hrs and 0543 hrs, at which time the A
0TSG level was increased to about 50% on the operating range to support natural
circulation (Ref. Section 2.10). The failure to maintain 0TSG A Tevel at 30
inches was due to the feedwater level control valve (EF-12A) in manual and
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shrinkage due to a decrease in the RCS temperature 565°F to 535°F. (Int. 4,
g, 61). ' '

Emergency Procedure 2203-2.2, Turbine Trip, Step 3.2 and 3.4 requires the
operator to adjust feedwater flow to control OTSG levels at 30 inches (on the
startup range).

Contrary to this requirement, the A and B OTSG Tevels decreased below 18
inches (reaching as minimum of 10 and 12 inches) following the trip until
approximately 0420 hrs and 0425 hrs respectively, and the A OTSG level was
below 18 inches (reaching a minimum, of 10 inches) between 0532 hrs and 0543
hrs. This failure to maintain required steam generator level, with adequate
emergency feedwater available, is being considered as a potential item of
noncompliance pursuant to Technical Specification 6.8.1.a.

2.3.3 Additional Operator Actions

After the O0TSG levels were established at 30 inches on the startup range,
the operator continued to maintain the level in manual control using the
emergency feedwater (EFW) system as required with suction for the EFW pumps
from the condensate storage tank between 0400 hrs and 0459 hrs. The suction
for the pump was then transferred to the condensate pump operating. .The
condensate pump (CO-P1B) continued to operate during the initial minutes of
the event. (Computer Memory Trip Rev?ew and Int. 4, 9, 61)

The turbine-driven emergency feedwater pump was stopped at approximately
0426 hrs after the operator noted the "B" OTSG level increasing slowly above

the low-level limits.

The shutdown of the turbine driven EFW pump placed the system 1nto ACTION
"A" of Technical Specification 3.7.1.2. Operating Procedure 2102-1.1, Revision
14, August 25, 1978 (Unit Heatup), Step 4.53, required the EFW system to be
placed in operation at 800 psig in the O0TSG. Procedure 2102-3.2, Revision 10,
August 29, 1979 (Unit Cooldown), Step 4.14a, removes the EFW system from
service to 600 psig in the OTSG.

1-2-8




The motor driven emergency feedwater pump (EF-P2B) was similarily stopped
at 0436 hrs. ‘

The emergenéy feedwater pump (EF-P2A) was tripped at 0711 hrs after the
OTSG levels were near the 55-65% level and the 0TSG préssures were less than
600 psig. During the operation of the RCP (RC-P2B) for 19 minutes at 0654
hrs, it was noted that the "B" -OTSG pressure increased to about 750 psig but
not above the Technical Specification of 800 psig, with a]i of the EFW pumps
secured.

The emergency feedwater pump (EF-P2A) was started at 0735 hrs and operated
until 0842 hrs to feed the "A" OTSG as needed to maintain 50% level on the
operating range.

The "A" OTSG level was raised at 1000 hrs to 94-97% on the operating
range using the water from the hotwell via the condensate pump discharge/booster
pump suction pressure to enhance decay heat removal. The "A" 0TSG pressure
during that period decreased from 140 psig to 20 psig and then to 0 psig by
1200 hrs. The emergency feedwater pump (EF-P2A) was started and operated for
8 minutes at 1109 hrs to assist in feeding the "A" O0TSG which was near the
discharge pressure of the condensate header.

The "B" OTSG level was increased from 60% to 95% on the operating range
at 1600 hrs using the emergency feedwater pump (EF-P2A) at 1534 hrs for 18
minutes in preparation for the continued plant shutdown.

Evaluation

The stopping of the steam driven emergency feedwater pump (EF-P1) at 0426
hrs and the motor-driven emergency feedwater pump (EF-P2B) (secondary emergency
feedwater pump stopped) by placing the control switches for the steam supply
valve (MS-V207) and the pump switch (EF-PZB) to the PULL-TO-LOCK position
(nonautomatic) at 1040 psig in the 0TSGs (greater than 600'psig).is a violation
of the operating procedure for unit cooldown, Step 4.14a. The A OTSG pressure
remained above 800 psig until approximately 0545 hrs. The emergency feedwater

1-2-9




pumps start automatically upon loss of two main feedwater pumps if the control
switches are in the NORMAL-AFTER-STOP position. '

Technical Specification 3.7.1.2 requires that the Emergency Feedwater System
be "OPERABLE" in Modes 1, 2, and 3 above 800 psig OTSG pressure with two flow
paths, two motor-driven emergency feedwater pumps, and one steam-driven emergéncy
feedwater pump. The failure to maintain the emergency feedwater system in
the fully operable status subsequent to 9426 hrs (turbine-driven emergency
feedwater pump-EF-P1) stopped, and 0436 hrs (motor-driven emergency feedwater
pump-EF-P2B) stopped, by placing the control switches to the non-automatc
(PULL-TO-LOCK) position, at 1040 psig in the 0TSG (greater than 800 psig) is

being considered as a potential item of noncompliance.

2.4 Operator Action Following Reactor Trip

The TMI-2 unit experienced a routine reactor trip as a result of a loss
of the turbine when the main feed pumps tripped on loss of suction pressure.

The reactor continued to operate in accordance with control system design
at approximately full power for 8-9 seconds when the reactor was tripped as
the RCS pressure increased above 2355 psig, the high-pressure reactor trip
setpoint. (2202-1.1, Revision 5, October 6, 1978, Reactor Trip, step 1.1.e;
Ref. 31)

Through records review, analysis, and personnel interviews, it was deter-
mined that the immediate and fo]]owup actions for a reactor trip (Emergency
Procedure 2202-1.1, Revision 6, October 25, 1978, Reactor Trip; Ref. 30); were
approximately addressed by the operators, including:

() Manually trip the reactor.

The manual reactor trip was delayed approximately 20 minutes. due to
the sequence of events. (Int. 3, 15)
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Verify that all "in-limit" 1igh£s are actuated (except .group 8).
A1l "in-Timit" lights were actuated. (Int. 3, 15, 4, 9, 61)
Close letdown isolation valve MU-V376.

The letdown isolation valve (MU-V376) was closed by the operator.'
(Int. 4, 9, 61) '

Start second makeup pump and open MU-V-16B as necessary to maintain 100

inches in the pressurizer.

The operator started the second makeup pump (MU-P1A) and also opened
the suction valve (DH-V5A) from the Borated Water Storage Tank (BWST)
for the two operating makeup pumps- (MU-P1A and P1B) in anticipation
of the expected Tow pressurizer level and low RCS pressure transient
that follows a reactor trip. The integrated control system normally
returns the RCS average temperature from the operating (greater than
15 percent) value (582°F) to the initial hot shutdown value (549°F),
which produces a decrease in the pressurizer level from 240 inches

" to 85 inches (about 5 inches per °F) and an RCS pressure at or near
1640 psig (ESF initiation setpoint). During the rapid sequence of
évents, the operators did not realize that the pressurizer Tevel
decreased to only 158 inches and RCS préssure was stabilized for
about 60 seconds at approximately 1500 psig. (Int. 5, 6, 7, 38, 3,
15)

Verify that pressurizer heaters are off at 80 inches. in the pressurizer.
[The pressurizer minimum level was 158 inches. ]
Announce reactor trip on page system.

The Shift Supervisor announced turbine trip-reactor trip. (Int. TMI 6,
7, 60, 61, 96)
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0 Monitor makeup tank level and maintain Tlevel higher than 55 inches by using
waste transfer pumps (WDL-P5A/B) and feeding from an RCBT with boron con-
centration equal to or greater than RCS concentration.

The operator opened the suction valve (DH-V5A) to the BWST to pfovide
makeup pump suction (MU-P1A and P1B) in ant1c1pat1on of the expected
pressurizer level transient.

0 Verify that the pressurizer heaters and spray have returned RCS pressure
to normal operating pressure of 2155 psig.

The pressurizer heaters and spray were returned to AUTO by the operator
after the reactor trip to provide normal bressure contro1 and response
to the transient. The spray valve and the heaters were being main-
tained in manual (2103-1.3, Pressurizer Operation, Revision 1, November 1,
1977, step 4.2.4) to continuously recirculate the pressurizer. Boron
concentration was consistently higher than that in the RCS because

of the leak through the pressurizer relief valves (exhaust tailpipe
temperatures indicating consistently above 180°F) and concentrating
the boron in the pressurizer (Ref. 53). The operators indicated that
this boron concentration in the pressurizer was often as much as
200-300 ppm higher than that in the RCS. The RCS pressure did not
recover to normal (2155 psig) during the event-under normal pressure
control. (Int. 5, 17, 38, 3, 15, 2, 14, 37) '

0 Reduce pressurizer level setpoint to 100 inches (25%).
The pressurizer level increased to full scale or near full scale
within 6 minutes. The operators did not understand the conditions.

(Int. 5, 6, 17, 38, 3, 15, 2, 14, 37)

0 Verify normal electrical lineup, i.e., no substation or inplant

distribution breakers are open (except generator breakers).
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The operators verified normal electrical system conditions.
(Int. 4, 9, 61)

0 Check that all RMS channels are normal and that no unplanned or uncontrolled

radioactive release is in progress.

The only radiation alarm that annunciated shortly aftér the reactor
trip [at approximately 0420 (ALERT) and 0500 (HIGH)] was the
intermediate closed cooling system monitor for the letdown heat
exchangers. This alarm was not considered unusual because of

its Tocation near the containment sump, which was filled from

the RCDT rupture disc discharge. Previous experience had also
noted that this monitor alarmed following a unit trip due to
increased reactor coolant activity levels (crud or ijodine spikes).
The operater did note that the high alarm was annunciated rather
than the alert alarm as occurred in the past, but the alarm was .
still considered normal. (Int. 5, 6, 17, 2, 14, 37, 3, 15, 4,

9, 61)

0 Compute shutdown margin calculations per 2103-1.9 (Reactivity Balance
Calculations). If shutdown margin is less than 1%, boron should be added
to the RCS.

Based on the rod worths and positions at the time of the reactor
trip (see Section 1.33, Details I), the shutdown margin was
satisfactory with all rods inserted and 1026 ppm RCS boron
concentration. (Int. 5, 6, 17, 97)

) If reactor startup is not intended within four hours, raise 0TSG level to
97-99% on the operating range using the feedwater valve bypass and the

tubesheet drains for level control.

A return to power was initially planned following the trip, but
the system conditions quickly deteriorated. The OTSG levels
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were increased to the 97-99% level later in the day. (A OTSG
at 1000 hrs and the B OTSG at 1600 hrs). (Ref. Section 2.4 of
this report)

) Notify HP/Chemistry to sample RC letdown for dose equivalent iodine between
2 and 6 hours after power change greater than 15% within one hour period
per Surveillance Procedure 2304-3D2.

Following the announcement of the reactor trip, the onshift chemistry
technicians placed the RCS letdown sample line on recirculation and
obtained a sample. (Int. 5, 6, 17, 38, 3, 15)
Evaluation
The'investigation concluded that the major procedural requirements applicable
to this event were appropriately addressed in the actions taken by the operators

immediately following the reactor trip on high pressure.

2.5 Operator Actions Following ES Actuation

- The high-pressure safety injection initiated at a reactor coolant system
pressure of approximately 1600 psig (decreasing) following the reactor trip-at
approximately two minutes after the start of the accident.

The automatic initiation of safety injection due to low RCS pressure
following a turbine-reactor trip was not foreign to- the operators, based on
previous plant experience. The turbine trip transient the TMI-2 unit was
characterized by the operators as "severe", resulting in a substantial decrease
in pressurizer level (expected to decrease below 80 inches and trip the pres-
surizer heaters) and RCS pressure (expected to decrease below the ESF actuation
trip point of appproximately 1640 psig). (Int. 5, 6, 17, 38, 2, 14, 37, 3,

15, 4, 9, 61) '

Through records review, analysis, and personnel interviews, it was

determined that, with two major exceptions, the majority of the immediate and
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followup actions for the procedure Loss of Reactor Coolant/Reactor Coolant System
Pressure (2202-1.3, Revision 8, Méy 12, 1978, Sections A and B), were appropriately
addressed. These procedure sections addressed actions considering "automatic"
initiation of the engineered safety feature systems, which occurred at 0406

hrs (Ref. 34).

The symptoms of a sighificant leak or rupture resulting in an automatic
initiation of the ES systems include a rapid continuing decrease of reactor

coolant pressure, with the following indications:

Lo alarm 2055 psig.

Lo-1o alarm 1700 psig.

Safety injection actuation at 1640 psig.

Lo alarm 200".

Lo-To alarm 80" (interlock heater shutoff).

o o 0O T @

Within two minutes (initiation of safety injection at approximately 1640
psig), the RCS pressure had peaked at approximately 2435 psig and decreased
rapidly to 1900 psig at 15 to 20 seconds. RCS pressure then decreased more
slowly from 1900 psig to 1600 psig at 20 to 120 seconds. During this time
interval RCS pressure stabilized at approximately 1750 psig for about one minute.
This pressure stabilization indicated the formation of voids within the reactor
core, upper vessel head, or upper OTSG and hot leg ("candy cane") and continued
as the 0TSGs secondary side boiled dry in the 1-2 minute time frame. RCS pressure
continued to decrease after ESF .initiation to a low of approximately_ 1400 psig
at 2 to 6 minutes. Pressure then increased from 1400 psig to 1600 psig at 6
to 8 minutes as the operators throttled the HPI flow to minimum and removed
one (MUP-1C) HPI pump from operation. At this point, the bulk saturation
temperature of the coolant determined the RCS pressure. RCS pressure
subsequently decreased from 1600 psig to 1100 psig from 8 to 18 minutes as the
 emergency feedwater was initiated to the OTSG and the RCS average temperature
decreased from 597°F to 555°F. (Reference: See Appendix I-A for the time
period described; 0-18 minutes).
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The operators had noted the pressurizer level increase to 258 inches at
12 seconds followed by a decrease to 158 inches from 12 to 40 seconds, after
which the level commenced a continuous rise to full scale indication from 1 to
5 minutes. The HPI flow between 2 and 5 minutes was throttled to minimum and
one HPI pump stopped (MUP-IC), based on the increasing pressurizer level and
RCS pressure decreasing very slowly toward 1400 psig (6 minutes). With the
pressurizer level off scale high and the RCS pressure low (1400-1600 psig from
6 minutes through 18 minutes), the operators concluded that the problem was
the collapse of the pressurizer bubble during the severe transient. Substantial
time and effort was expended attempting to regain the bubble and pressurizer
level using the pressurizer heaters and letdown system.

The operators had previously experienced pressurizer heater breaker fail-
ures, ascribed by the plant staff to be due to hot and humid local (control
building M-20 area) conditions therefore, the lack of initial response of the
RCS pressure to the heaters was not unexpected by the operators.

Based on previous experience and training the operators expected the
pressurizer level to decrease below 80 inches following the transient. They
did not understand why the level decrease ceased at 158 inches and began to
rise steadily. (Int. 5, 17, 38, 2, 14, 37, 3, 15, 4, 9, 61) -

The continuing high'pressurizer level caused the operators to conclude
that no RCS inventory problem existed. This decision was based on a number of
other events that had occurred but were considered normal or not understood.

These items included:
() High radiation alarm in Reactor Building.
No high radiation alarm was received (the HPR-227 monitor was subsequently

reported flooded, under positive pressure, and manually isolated at 0600
hrs). (Int. 5, 17,38)
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Reactor Building (RB) Ambient Temperature Alarm.

An increase in RB ambient temperature was noted (5 minutes), and high
temperature fire alarms were received and evaluated by the Shift Supervisor
who was in the control room at that time. That Shift Supervisor was aware
at that time that the rupture disc had blown on the RCDT following the
initial turbine trip transient and normal opening of the EMOV (RC-R2).

(Int. 5, 17, 38)

High Reactor Building Sump Level.

The high RB sump level was attributed to the blown rupture disc on the
RCDT after the opening of the EMOV (RC-R2). (Int. 5, 17, 38, 3, 15, 94)

High Reactor Building Pressure (RCS or main steam line rupture).

With the higher-than-normal RB pressure and temperature continuing to
increase with no apparent RCS inventory problem (pressurizer level off
scale high), the shift personnel became suspicious of a steam line or
0TSG Teak. Subsequent to the stopping of the RCPs in the B loop at

74 minutes, the B OTSG was isolated at 0527 when the B OTSG pressure was
noted to be 300 psig Tower than the A OTSG pressure. The operators noted
a small decrease in the RB pressure increase.at the time the B 0TSG was
isolated and felt that the steam (feed) leak to the .reactor building had
been isolated. (Int. 5, 17, 38, 2, 14, 37, 3, 15, 4, 9, 61)

Rapidly Decreasing Makeup Tank Level.

The operators were maintaining the MUT level by cycling the makeup pump
suction valve.(DH-V5A) from the BWST. With the normal suction valve
(MU-V12) open from the makeup tank, the makeup pump 1A or 1B suction was
momentarily shifted to the MUT as needed to control the tank level. This
mode of operation was familiar to the operators. (Int. 5, 17, 38, 3, 15)
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0 The operators are required to verify that the high-pressure injection
system is operating properly as evidenced by injection flow in all four
legs (MU-V16A/B/C/D). Flow was indicated on MU23 FE1, 2, 3, 4.

The high-pressure injection system was verified to be operating properly
‘with 250 gpm per HPI leg as evidenced by flow through all four injection
paths. (Int. 3, 15) '

The operators are also required to verify that the safety injection
equipment is in its ESF position as shown in a table attached to the procedure.

The interviews indicated that the equipment was verified in the ESF
position, but no documentation was available for this action. (Int. 3, 15, 2,
14, 37) ‘

Procedure Section B, step 3.4, calls for bypassing the safety injection
by depressing the group reset pushbuttons (step 3.5) and throttle MU-V16A/B/C/D

as required to prevent pump runout.

NOTE: The emergency procedure is deficient as this step (3.5) alludes to
HPI flows at less than 250 gpm. -

The operators throttled the HPI valves in an attempt to control the pres-
surizer level without regard to the RCS pressure being below 1640 psig. They
felt that the pressurizer level had been "caught" when the minimum was 158
inches from 40 to 60 seconds and started to increase. They further concluded
that flow from the HPI system was not required based on the pressurizer level
continuously increasing to full scale in 5 minutes. The operator throttled
the HPI flow to minimum by approximately 4.5 minutes and immediately established
maximum letdown flow (140-160 gpm) in an attempt to regain and control pres-
surizer level using the normal orifice path, the orifice bypass valve (MU-V5),
and two letdown coolers.
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Evaluation

The emergency procedures require the operators to trip reactor coolant
pumps before pressure decreases below the net positive suction head (NPSH)
requirements and before reaching 1200 psig. The reactor coolant system
pressure decreased to 1200 psig within approximately 15 minutes after the
reactor trip and remained between 1000 psig and 1100 psig until the last two
RCPs (RCP-1A and 2A) were tripped (101 minutes) by the operators. The
operators did not perceive that a RCS inventory problem existed because of the
full pressurizer and felt that the bubble in the pressurizer had been collapsed
" (lost). The recovery of the RCS to normal was considered a matter of energizing
the pressurizer heaters and providing letdown to reestablish pressurizer level
and pressure. The operators did not feel they were involved in a LOCA condition.
(Int. 5, 17, 38, 2, 14, 37, 3, 15, 4, 9, 61)

The failure to follow procedures (2202-1.3, Loss of RC/RCS Pressure
Revision 8, May 12, 1978, Section B, Step 2.2.4) and trip the reactor coolant
pumps at 1200 psig as required is under consideration as a potential item of
noncompliance pursuant to Technical Specification 6.8.1.a (Ref. 35).

The rate of increase of pressurizer level slowed -at approximately 5 minutes,
and the letdown. flow was returned to near normal (70 gpm) shortly afterwards;
however, the pressurizer level continued to increase and went off scale (400 inches).
With a high pressurizer level, the operators did not consider that a reactor.
coolant inventory problem existed, even though the system pressure was decreasing
steadily. The opinion of -the operators was that the-bubble in the pressurizer
had been collapsed during the severe plant transient. (Int. 2, 14, 37, 3, 15)

The operator removed one of the makeup pumps MU-PK at 4.5 minutes after
closing the two associated HPI valves (MU-V16C and V16D). (Int. 2, 14, 37, 3,
15) | |

Section A, step 3.5 of the procedure contains the following statement:
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"CAUTION: Continued operation of HPI depends upon the capaf]ity to
maintain '
pressurizer level and RCS pressure above the 1640 PSIG Safety

Injection Actuation setpoint.

"If pressurizer Tevel can be maintained above the low-level-alarm point
and the RCS pressure above the Safety Injection Actuation point, then
initiate a plant shutdown and cooldown per normal procedures.

NOTE: The plant did not reach a stable hot standby RCS condition.

"If pressurizer level can not be maintained above the low level alarm point

and the RCS pressure above the Safety Injection point then the plant has

suffered a major rupture of a significant size leak such that Engineered
Safety Features Systems are Automatically Initiated."

The operating procedures.require operability of the safety features
actuation system (2105-1.3, Safety Features Actuation System, Revision 2,
Revision 13, March 19, 1979) dUring plant operéting conditions in accordance
with Technical Specifications 3.5.2. This requirement is amplified by the
procedure for unit heatup (2102-1.1, Unit Heatup, Revision 19, March 7, 1979)
which addresses ES system operability. (Ref. 79, 28)

The procedure for unit cooldown (2101-3.2, Unit Cooldown, Revision 13,
March 10, 1979, step 4.13) provides for blocking the SFAS channels during
normal plant cooldown activities between 1920 psig and 1800 psig; this allows

for normal plant cooldown and depressurization under controlled conditions
without an unwarranted ES initiation. (Ref. 27)

No procedural steps exist which permit the reduction in the HPI flow with
RCS pressure below 1640 psig until the RCS is placed on the Decay Heat Removal
System (DH). '

The shift personnel throttled the high-pressure-injection flow to the
reactor coolant system and the HPI system was in the degraded (throttled)

I-2-20




condition -until approximately 160 minutes, even though the reactor coolant
system pressure never recovered above 1640 psig. Moreover, the RCS pressure
did not recover above approximately 1200 psig after 15 minutes into the
accident until the plant was repressurized at 0750 hrs.,

The failure to maintain the operation of the high pressure injection system
delivering the design injection flow to the reactor core of 250 gpm per HPI
flow leg (4), during the accident, in accordance with the requirements of
emergency procedure 2202-1.3, Rev. 8, Section B, step 2.2.3 and 3.5 resulted
in apparent serious core damage and onsite and offsite exposures to radioactive
materials. This failure to maintain the HPI system in accordance with procedure
2202-1.3 is under consderation as a potential item of noncompliance pursuant
to Technical Specification 6.8.1.a.

2.6 Operator Actions Concerning the Operation of the Makeup System
(Following Initial ES Actuation)

The operators continued to operate the HPI/makeup system in the throttled
condition between 0405 hours and 0530 hours. At about 0525 hours, emergency
borating operations were performed when the RCS boron sample indicated 700 ppm
and the source range monitors had shown an .oscillatory behavior with an-increased
count Tevel. The chemistry analysis indicated a decrease in boron concentration
in the RCS, the neutron flux levels increased, and the pressurizer and/or makeup
-tank levels-increased: The interviews and records review indicated that the
operators appropriately addressed the actions required by the abnormal procedure
(2203-1.1, Revision 5, September 12, 1978, Loss of Boron-Moderator Dilution,
as follows: '

0 Attempt to stop the inflow of water into the RCS.
The operators attempted to verify all sources of water into the RCS that
could be causing a high bressurizer level (full-scale after 6 minutes)

and an 1ncfease in the neutron flux level. (Int. 5, 17, 38, 2, 14, 37,
3, 15, 10)
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0 Determine the amount of shutdown margin available in accordance with

2103-1.9, Reactivity Balance Calculations.

The calculated shutdown margin for the boron sample taken at 0515 hours
(700 ppm) was approximately 6% reactivity. (Int. 5, 17, 38, 2, 14, 37,
97) ‘ '

) Initiate additional sampling.

An additional sample for boron was obtained at 0600 hours (404 ppm) and
the shudown margin was calculated to be Z.4% reactivity at 0630 hours.
(Int. 5, 6, 17, 38, 2, 14, 37)

Emergency borating operations were conducted at approximately 0525 hrs
through the normal flowpath to the MU system from the boric acid mix tank (BAMT)
and the boric acid pumps (CA-P-4A or 4B) by opening MU-V10. Additionally, at
0600 hrs after the neutron flux level had continued to increase, the operators
borated again and personnel were dispatched to the auxiliary building to open
the alternate borating path (MU-V127) and verify the valve lineup to the makeup
system from the boric acid mix tank (BAMT). (Int. 5, 6, 17, 38, 2, 14, 37, 3,
15) '

The suction for the MU system, with one or two pumps operating from shortly
after the reactor trip occurred, had been the borated water storage tank (BWST).
Therefore, the water being supplied to the reactor coolant system was approximately
2300 ppm boron. The operators did not understand specifically why the neutron
flux level was increasing or why the indicated RCS boron concentration had
decreased from 1028 ppm to 700 ppm and then to 404 ppm by about 0600 hrs.

(Int. 5, 6, 17, 38, 2, 14, 37, 27, 3, 15)

0 The operator interviews indicated the HPI f]owvwas increased approximately
0530 hrs because neutron flux level was oscillating and increasing, and the
reactor coolant system flow through the A Toops had decreased to approximately

35 million pounds per hour.  Subsequent to initiating the increased high-pressure-
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injection flow, the operators noted that the A Toop RCS flow continued to
decrease rapidly from about 35 million pounds per hour to 25 million pounds
per hour. (Int. 5, 6, 17, 38, 2, 14, 37, 3, 15, 27)

The operators continued to operate the MU system in the high-pressure-
injection mode from 0530 hours through 2000 hours with at least one makeup
pump operating. The apparent exceptions to this include:

) High pressure safety injection was initiated at 0720 hrs and MU-P1A
started and operated until 0737 hrs, when the operator, having reset the ES
signal at 0727 hrs, stopped the 1C MUP. The MU-P1A continued to operate until
0756 hrs, when the building isolation occurred and the MU-PIC started. The
MU-PIA and MU-PIC pumps operated in the injection mode until about 0817 hrs,
when the operator stopped both 1A and 1C pumps. The operator immediately
attempted unsuccessfully to start the MU-PIA to reestablish RCP seal water
injection. The MU-P1A control switch was placed in the PULL-TO-LOCK position
and apparently remained in that position until after 2000 hrs due to the
failure of the pump to start manually and the belief the pump had a mechanical
problem. The investigation of this area indicates that the pump breaker could
not have closed, which led the operator to misunderstand indications.

(Int. 2, 14, 37, 3, 15, 4, 9, 61) |

0 Another ES initiation (Channel A) occurred at 0819 hrs on high building
pressure. The makeup pumps (MU-P1A and P1B) failed to start and the 1C makeup
pump was not operating or started. (Int. 5, 6, 17, 38, 2, 14, 37, 4, 9, 61)

0 The makeup pumps were off for approximately 4.5 minutes when, at 0822 hrs,
the operator started the 1B pump, and this pump remained in operation until
after 2000 brs. (Int. 2, 55, 95; 4, 35, 36, 37 and 145)

o The operator started the 1C makeup pump at 0827 hrs and the 1B and 1C makeup
pumps were operated in the injection mode, delivering borated water heavily. to - --
the loop A injection lines (MU-V16A and MU-V16C). The 1C pump was operated
continuously in support of the 1B pump until 1304 hrs, when the RCS pressﬁre

had been decreased to about 450 psig. This was during a period of intentional
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pressure reduction of the RCS in an attempt to reach the discharge pressure of
the core flood tanks. It was intended by the plant staff to continue down in
pressure to place the decay heat removel system in service at approximately
350 psig. (Int. 26, 5, 6, 17, 38)

0 After the restart of the 1C MUP at 1350 hours on high'building pressure
ESF actuation, the operators reviewed the plant status and stopped MU-PIC at
1351 hrs after resetting the ES signal, leaving the 1B pump in operation and
the 1C pump in standby. (Int. 119, 26)

0 At 1432 hrs, the operators restarted the MU-PIC pump and injected additional
HPI water into the B loop through valves (MU-V16C and MU-V16D) as pressurizer
level decreased from offscale high (more than 400 inches) to 375 inches. At

1436 hrs, the operator stopped the 1C makeup pump after pressurizer level
increased to more than 400 inches. (Int. 119, 26)

0 The operators operated the 1C makeup pump for 9 minutes at 1519 hrs, for
3 minutes at 1533 hrs, and for 83 minutes at 1723 hrs in order to prevent
pressurizer level from decreasing below the 80-inch heater cutoff point.

(Int. 119)

) At 1933 hrs, when the RCP was bumped (10 seconds), the RCS pressure
dropped to 1450 psig and the actuation of ES attempted to start the 1C MUP

The 1C makeup pump tripped; six seconds later the operator restarted the

1C pump and the pump operated for six minutes to recover RCS pressure to
normal (2250 psig). The 1C pump was operated again as the pressure decreased
to 1300 psig. The operation of the additional pump (MU-PIC) in support of the
1B pump was to prevent the RCS pressure from decreasing drastically. The RCS
-pressure finally stablized at approximately 1000 psig. (Int. 119, 232, 233)

Evaluation
When the ES initiation (train A) occurred at 0819 hrs on high building

pressure; the makeup pumps 1A and 1B failed to start and the 1C makeup pump
was- not operating or manually started. The failure of the 1B makeup pump to
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start indicated that the pump control switch was in the PULL-TO-LOCK position,
the pump was not selected for standby, or the motor breakers failed to close.

The automatic initiation of the ES Train A occurred normally. The failure
of the ESF train B to initiate was due to the manual defeat of two of the three
channels in train B of the Reactor Building Cooling and Isolation Actuation
System (ESFAS) at 0800 hrs by the operators. Subsequeht to the ESF initiation
on Train A at 19 hrs, two of the three channels in Train A of the Reactor A
Building Cooling and Isolation Actuation System (ESFAS) were also defeated at
0820 hrs by the operators.

NOTE: The first of the two channels in the Train A was defeated at 0800
. hrs concurrently with the defeat of the channels in Train B by the operators.

The Emergency Procedure (2202-1.3, Revision 8, May 12, 1978, Loss of
Reactor Coolant/Reactor Coolant System Pressure, Step 3.4 of Section B) requires
the "DEFEAT" of any two channels of Reactor Building Isolation and Cooling,
then bypass of all three Safety Injection Channels.

- NOTE: Both Train A and B remained defeated until 0724 hrs when the
channels were automatically reset.

Technical Specification 3.3.2, Engineered Safety Feature Actuation System
Instrumentation Procedures, section 3.3.2.1 requires that the ESFAS instrumenta-
tion channels shall be OPERABLE as shown in Table 3.3-3 of those specifications.
This includes the safety injection and Reactor Building Cooling and Isolation
from Reactor Building Pressure High with a minimum of two channels OPERABLE in
MODES 1, 2, and 3.

The manual defeat of two of the three channels in Train B at 0800 hrs and
two of the three channels in Train A at 0820 hrs in MODE 3 is under consideration

as a possible item of noncompliance pursuant to Technical Specification 3.3.2.1.

As noted above in between 0654 hrs and 2000 hrs, the HPI system flow was
routinely modified during the accident on March 28, 1979, by throttling the
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HPI flow and starting and stopping makeup pumps. Except during the time periods
listed below when the RCS pressure was above 1640 psig, the continuous operation
of the full, available HPI system was required to be OPERABLE to provide core
protection. '

(1) 0654 hrs through 0725 hrs
(2) 0740 hrs through 0755 hrs
(3) 0930 hrs through 1140 hrs
. (4) 1840 hrs through 1933 hrs
(5) 1933 hrs through 1937 hrs
(6) 1950 hrs through 2000 hrs

The failure to maintain the operation of the HPI system delivering the
design injection flow to the reactor core of 250 gpm per HPI flow leg, including
the period between 0819 hrs and 0822 hrs when no HPI pumps were operating in
accordance with the requirements of the emergency procedure 2202-1.3, Loss of
RC/RCS Pressure, step 2.2.3, is under consideration as an apparent item of

noncompliance pursuant to Technical Specification 6.8.1.a.

At approximately 0800 hrs following the initiation of the ESFAS from reactor
building high pressure at 0819 hrs the operator blocked the reactor building -
engineered feature actuation system channels in order to reestablish manual
control of certain components and equipment. Technical Specifications 3.3.2
requires that the Engineered Safety Feature Actuation System (ESFAS) channels,
including Reactor Building High Pressure, shall be operable in Mode 1, 2, and
3. Operating procedure 2105-1.3, Revision 0, April 9, 1977, Safety Features
Actuation System, Step 4.3, requires that the SFAS channels will remain in the
PROTECTION FUNCTION FULLY ENABLED condition except during maintenance or..
testing which will be required to demonstrate the systems ability to actuate
when required.

The failure to maintain the. SFAS channels operable as required is undér

consideration as a possible item of noncompliance pursuant to Technical

Specification 3.3.2.
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\2.7 Operator Actions Concerning Condensate .System . _

The sequence of events that resulted in a turbine trip are diécussed4jn
Section. 4.1. ‘ '

\ -

/

The steaming to the main condenser via the turbine bypass valves (MS-V25A,
V25B, V26A énd'VZGB) to maintain steam header pressure at 1010 psig apparently
caused the hotwe11l1eve1 control valve controller to féi] (Tow level) and the
hotwell was flooded from the condensate storage tank. The hotwell Tevel
increased from 21.82 ‘inches to the completely flooded condition (greater.thah

- 50" indicéted'1eve1) within 1 minute and the hotwell level was not recovered
until 0653 hrs. '

i
‘

1 . 1

[

Interviews, record reviews, and ané]ysis.indicate that-attempts were made
to reestab]ish the condensate system at 0405 hrs as indicated by the stert of

© the 1A condensate pump through 0653 hrs, ‘when the hotwell Tevel reject valve

was finally recovered and the hot well pumped down to norma] ‘This was done

to prov1de normal feedwater system flow to the generators and to prevent

losing condenser vacuum. The loss of condenser vacuum (approximately 18 inches)
terminates the release of decay heat steam to the condenser’and autométjcal]y
shiftsfthe'decay heét steam to the atmosphere. The operators were {nvo1ved in

the following activities:
0 Attempts wére_made to start a condensate booster pump.

Thepoperators responded quickly to the turbine building basement area to
attempt to-recover the condensate feedwater system. (Int. 4, 9, 5, 6,
17, 38) o .

0 The ooerators d1scovered a leak 1n the 2A condensate booster pump suct1on
line and isolated the pump Tocally to prevent spilling condensate water to the
turbine .building floor and sump. (Int. 109, 102, 10, 5, 6, 17, 38)

The OTSP B turbine bypass valve isolation valve (MS- V15B) was c]osed by

the operator 8 minutes 1ater (Sect1on 2.9 of Deta11s I). (Int. 5, 6, 17,
38) ‘ '
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o The condenser vacuum started to decrease at about 0720 hrs, and the

operator secured the condenser vacdum(pumps at 0930 hrs. The release of deeay
heat steam was automatically transferred to the atmospheric relief valve (MS-V3A).
The vacuum decreased rap1d1y, and at approx1mate1y 1050 hrs, the auxiliary boilers
were also Tost. The supp]y of auxiliary steam to the turb1ne seals in order ’
to maintain vacuum was a continuing problem until approximately 1700 hrs when
the auxiliary boilers were recovered. (Int. 57, 111,_5, 6, 17, 38) '

o. The release of deeay heat through the atmospheric relief valve.(MS-3A)

was stopped at approx1mate1y 1315 hrs after the State had requested that steam

release be term1nated This limited the removal of decay heat from the reactor
to the HPI flow and RCS b]owdown into the reactor bu11d1ng (Int. 26, 29, 113,
5, 6, 17, 38) - '

0 The condenser vacuum was reesfab]ished at approximately 1700 when'quxi1iary
steam was available for the main turbine seals. The release of decay‘heat was

~ transferred back to the turbine bypass valves (MS-V25A and 26A) to the main

. condenser at 1750 hrs. (Int. 119, 26)

0 The condensate booster pump (2B) was started at 1917 hrs in order to feed
0TSG A, which was at approx1mate1y 100 psig at that time. (Int. 119, 20)

Evaluation
The problems encountered with the condensate system and condenser vacuum
significantly detracted the operator's attention from the accident.
The shift supervisor, Unit 2, spent approximate1y 45 minutes from 0415 to
0500 hrs in the area of the condensate polishers and hotwell due to the
persistent high hotwell level condition and lack of reject capability to the
étorage'tank The reject capability was recovered at about 0655 hrs. The
Un1t 1 shift supervisor was in the Un1t 2 control room dur1ng the absence of

the Unit 2 shift supervisor.
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2.8 Operétor Actions Concerning;Reactor Building Sump Pumps

The reactor building sump puﬁp\(WDLtP-ZA) came on automatically at 0407
and commenced pumping the RB sump to the auxiliary building. The source of
the water appeared to be the normal water accumulation in the sump supplemented
by the discharge from the relief valve on the reactor coolant drain tank
(WDL-T-3) 1ifting at 120 psig.

NOTE: The 1e§e1 in the miscellaneous wastevho1dub'tank (WDL-T-2) did not
change during the accident. (Int. 109, 40, 10) ‘
/'.’ . i | .

The second RB sump pump'(WDL.P 2B) started at 0410 hours and pumped in
parallel w1th the 2A sump pump to the aux111ary building. An auxiliary operator
noted an excessive in water level in the aux111ary building sump with the RB
-sump pumps operating, and the operator notified the control room. The RB sump
pumps were stopped at that time by the auxiliary operator at the direction of
the control rbom operator to cease water transfer into the auxf]iary bui]ding.
At that time (0438 hfs), the operators did not note any unusual condftions in

the auxiliary building. (Int. 5, 6, 17, 38, 3, 15, 10)

) Reactor building isolation occurred at 0756 hrs (3.58 psfg) .This ﬁso]atéd
the RB sump pump d1scharge line to the aux111ary bu11d1ng by closing the RB
isolation valves (WDL- FHS-3189 and WDL- FHS ]332) The operators verified
reactor building isolation using the Emergency Procedure 2202-1.3, (Loss of
Reactor Coolant/Reactor Coolant Syétem Préssure, Revision 3, May 12, 1978,
Appendix B; of Section B.) (Int. 2, 14, 40, 3, 11, 15) ’

The 480V motor, control centers 2-32A and 2-42A feeder breakers tripped at
approximately 1351 hrs, terminating'the poWer to the RB SUmp pumps (WDL-P2A
and P2B) and other equipment supplied by the motor control centers. The power
was not subsequently returned to the RB pumps (WDL-P2A and P2B) because of the
possibility of electrical grounds on the pump motors after the operat1on of
the reactor bu11d1ng spray system.
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Evaluation o ‘

The-operator actions concerning the reactor building sump pumps was very
deneraT in nature. The stopping of the RB sump pumps was viewed as needed to
‘cease water transfer to the auxiliary building (AB) to 1imit the 1iquid waste
‘handling conditions. o

i

t

2.9 Operator Actions Concerning the'B OTSB Tube Leak

The sequence of events following the turb1ne/reactor trip led the operators
to conclude that an OTSG leak from the shell-side to the containment atmosphere.

'Th1s conclusion deve]oped based on a number of events, 1nc1ud1ng.

0 The_persistent incréased reactor building (RB) pressure and temperatdre
inc1ud1ng high¥temperature fire alarms, which were noted and acknowledged by
operations personnel. (Int. 95,_315, 109) b ' '
) There were no radiation alarms in the RB with‘the exception.of the inter-
mediate closed cooling alarms, which were considered normal and routine. This
absence of alarms led the operators to conclude there was not an RCS leak.
These detectors were- located near the RB sump and it was knowh_by the staff in
the control room that the rupture disc had blown on the RCDT at 0415 hrs

(Int. 3, 15, 30, 95). The operators also noted that these a]arms had occurred
preyious]y. Tpe RB radiation monitor (HPfR-227) had been found flooded, under
l positiye‘pressure, and manually iso]ated'by the operators at 0550 hrs. Records
review recalled that the monitor had reached 50,000 cpm at 0518 hrs. The
monitor had been flooded previously and reported to the NRC (LER 78- 073 036
Sect1on 1.6 of this report)

0 The operators noted that the B 0TSG pressure had dropped 300 psiglbelow
the A OTSG and cont1nued to drop markedly after the 1B and 2B RCPs were stopped
at 0514 hrs. (Int. 5, 6, 17, 38 4, 9, 61) g

'

0 After isolating the B OTSG the RB pressure was noted to have leveled

© out, reaffirming the conc]us1on of the operating staff that the B 0TSG shell

side was leaking into the containment building. (Int. 5, 6, 17, 38, 4, 9, 61)
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) Subsequent]y, at about -0620 hrs, the EMOV (RC-R2) wéslclosed and the RB
‘pressure decreased from approximately 2.5 ps1g to 1. 0 psig. The reactor
building temperature decreased from 160°F to 120°F. The operators then
concluded that the B OTSG.had not been leaking earlier as suspected..

o ~ At about 0656 hrs, after pumping down the hotwell, two addjtionai'circulat-
1ng water pumps were started The B 0TSG was momentéri1y steamed to the main
steam header when the main steam stop valves (MS- V4B and MS-V7B were: cyc1ed
~open and closed within 7 seconds. The B 0TSG was reisolated when the condenser
offgas monitor (VA-R-748) alarmed indicating a leak in the B 0TSG. The operators
were convinced that the B 0TSG had a primary-to-secondary leak and comp1ete1y
isolated the steam ‘generator, including closing the supply to the turbine
bypass valves by closing the header isolation valve (MS-V15B) at 0704 hrs.
(Int. 81, 57, 111, 184)

o  Throughout the remainder of the day, the B 0TSG remained isolated and the
A-OTSG was utilized as necessary for decay heat'nem0va1. |

Evaluation

The operations staff initially concluded fhat the B OTSG had a shell side
leak based on,the‘inc?easing‘reactorcbuilding temperatures coincident with a
normal RCS pressurizer level. This conclusion by the staff was also supported
by the lack of any reactor building radiation a1arms‘ean1y-in the accident.

The operating staff did not.relate the cont1nu1ng heat load in the reactor
_'bu11d1ng to ‘the 1oss of coolant.accident even though the assumpt1on of a
B 0TSG .shell s1de leak to reactor building could not be supported. The RCS ‘
temperatures were stable and the B OTSG level was increasing with minimaJ
feedwatervrequiredl Furthermore, the feedwater to the B OTSG was completely
isolated at 0428 hrs by the operators because of difficulties in maintaining
OTSG level. " (Ref. Appendix IA) L

The substantial evidence of a LOCA was indicated by the continuing RB -
high temperature'with the full reactor bﬁi1ding cooling system in operation
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(10 million to 100 million BTU per hr heat removal capability) and the continuing

6
'

low RCS system pressure

The operatdrs'completed iso]atién of the B 0TSG at about 0527 hrs based-

© on 300 psig difference between the A'OTSG and the B 0TSG. The operators did -

. not recognize that the pressure differehtia1“was\caused by inedequate backflow
- through the B lToop after the RCPs'were stopped 'in the B loop at 0514 hrs.

The .brief unisolating of the B OTSG at about 0656 hrs indicated to the operators
that the B OTSG had suffered a tube leak; since the condenser off gas monitor
(UA- R 748) alarmed. '
2.10 Operator Actionsfcencerningflnitial Natural Circulation - Decay Heat
Removal Via OTSGs

At app#oximate]y,0541 hrs, the loop A reactor pumps (RC-P1A and P2A) were
stdpped because of the decrease to 950 psig in RCS pressure, reduction of the v
indicated RCS loop A flow from 35 to 25 mi]lion pounds per hours, and pump
vibration alarms including indication at maximum displacement. The gituation
was discussed between the shift supervisor, supeﬁintendent-technica]'support,

" and the operating crew. The discussion included the review of the Heatup/
Cooldown' Curve (RCS Pressure-Temperature Limits) within the operating procedure
for RCPs (2103-1.4, Reactor Coolant Pump Operation, Revision 6, August 16,

1978). This heatup/cooldown curve was also provided in the procedure for

decay heat removal (2102-3.3, Decay Heat Remova] Via OTSG, Revision 5, March 17,
1978) .During this per19d of time, immediately prior to stopping the:Toop A
~RCPs, it was decided to;go to natural circulation. Procedure 2102-3.3, contains
specific references, -limitations and precauticns, prerequisites, and procedural
steps, including: - » ’ 7

0 Reactor Coolant System Cooldown Limitations. 'The reactor coolant

‘temperature, pressure, and cooldown rates must be maintained within the limits
specified in Figure 3.4.2 of Technical Specification 3.4.9.1. ’
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The heatup/cooldown curve attached -to the operating procedure include the
maximum and the minimum RCS pressure-temperature .limits for the RCS,
RCPs, fuel clad compression, and control rod drives during the decay heat

removal operation.

0 The emergency feedwater pumps (EF-P1, EF-P-2A, and EF-P-2B) are running
(as indicated by Panel 3 indicating lights), supplying emergency feedwater to
the 0TSGs from the condensate storage tanks through the emergency'feedwater
valves (EF-VI1A and V]]B).- 0TSG level is increasing to or at 21 feet (50% as
indicated on operating range level instrumentation SG-1A/1B-LT2 or LT3).

The motor-driven emergency feedwater pump (EF-P2A) was operating, taking
suction from the condensate booster pump suction header and the main hotwel

via the operating condensate pump. (Int. 4, 9, 61)

o A11 four RC pumps are tripped, the reactor is tripped, and the turbine is
tripped. ‘Steam pressure is being maintained at turbine header setpoint (i.e.,
855 psig during normal operation plus 125 psig) dumping steam to the. main con-
denser through the turbine bypass valves (MS-V25A and V258 and MS-V26A and’ -
' V26B) or dumping steam to the atmosphere ,through the éthospheric dump valves
(MS-V3A and V3B) if a low condition of less than 24 inches Hg exists in the
main condenser or less than three circulating water pumps are running. Steam

safety valves and pressurizer electromatic and code safety valves are closed.

Shift personnel had estabiished that the reactor and turbine were tripped.

and had secured the four RCPs. The turbine bypass valves were in manual

control with five circulating water pumps operating. The operators had

previdus1y concluded (incorrectly) that the safety valves and the preésurizer,

electromatic relief valve (EMOV) were closed. The EMOV (RC-RZ) was still open
_at this time. ' ‘

The operators stated that they did not feel that natural circulation was
established because' of the differential temperaturé across the A 0TSG
(Th_530°F’ Tc-520°F at 0652 hrs and diverging), the Tow A 0TSG secoﬁda?y pres-

sure (800 psig and decreasing), and the minimum feeding and steaming rates for
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the A OTSG. At approximately 0610 hrs the A loop Th had increased to 620°F,
the recorder off scale high; Ty had decreased to about 480°F differential tem-
perature of 140°F); and the operators expected a‘differentfal temperdture of
25°F.  Some heat was being removed through the steam condensing mede within
the steam generaters, but the continuous decrease in the A OTSG pressure indi-
cate that the heat removal from the RCS was Timited. (Int. 5, 17, 38, 4, 9,
61) '

Evaluation

, Technical Specification 6.8.1.a requires that procedures be implemented
covering the applicable safety-related activities as recommended by Regulatory
Guide 1.33, 1972. THe failure to establish the plant conditions as required .
by the operating procedure (2102-3.3, Decay Heat Removal, Revision 5 'March 17,
1978, step 2.1.3), of approximately 1100 psig or 558°F) (saturat1on pressure
for 558°F - 528°F plus 30°F is under consideration as a possible item of

noncompliance.

Interviews revealed that the sh1ft personne] assoc1ated withe the acc1dent
had not received spec1f1c training 1n the natural circulation aspects on the
fac111ty on site or at the simulator. This lack of spec1f1c training supports
the questions concerning the establishment of natural circulation when the
last two RCPs were secured at 0541 hrs.

Furthermore, the lack of spec1f1c training contributed to the attempt by
the p]ant operators to p]ace the plant 1n the natural c1rcu1at1on mode of

‘decay heat removal, when parameters were outside the procedura] requ1rements

2.11 Opefator Actions Concerning the Auxiliary Building Sump Pump’

" The auxiliary building sump pumps (WDL-P-3A and 3B) are normally aligned
“to automatically pump the auxiliary building sump through a set of two parallel
filters to the auxjiliary building sump‘tank (WDL-T-5) as describeq in the
plant operat1ng procedure (2104-4.1, Miscellaneous Liquid Rad Waste Disposal,
Revision 2, March 14, 1979) (Ref. 37) and the p]ant system descr1pt1on number
A4 (Rad Waste - Miscellaneous Liquid, 10/75). | -
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Personnel interviews revealed the fo110w1ng information concern1ng the

auxiliary bu11d1ng sump pumps 1nc1yd1ng . : ‘
o . At approximately 0420-0440 hrs, when operators were in the area of the.
rad waste panel in the auxiliary bu11d1ng, the aux111ary building sump tank
(WDL-T-5) level was extreme]y high with the reactor building sump pumps
(WDL-P2A and P2B) operating. :The control room was not1f1ed and the RB sump
pumps were secured to-stop the discharge of liquid from the RB sump. ' At that
. time, the operators had noted no abnormal conditions 1n the area. The ‘, 4
miscellaneous waste drain tank (WDL T-2) level was noted to be norma] (Int.'10,

109)

o At approximately 0656 “hrs, the operator evacuated the area because of
high radiation levels inh the auxi]jary bui]diog areas. Prior to 1eaving the
rad waste panel, the auxiliary building sump pumps (WDL-P-3A-3B) were secured
by the operator because water was backing op‘through the auxiliary building
floor drains (small amounts of water were reported.in‘the.1ow points near the
drains). (Int. 10, 109, 3, 15) .
o _The initial water in the auxiliary bu11d1ng sump system was concluded not
to be highly radioactive.since the high radiation levels were observed to be
from specific areas such as the makeup tank (MUT) room and the p1pe alley.

This is treated 1n greater deta11 in Deta11s I1 of this report. '

NOTE: It was concluded by the Staff that the relief valves may have

lifted beoause of a high differential pressure across the makeup filters
(MU-F-2A and ZB) as a result of deposits of materials from the RCS, of
undetermined origin within the filters. Pulsating letdown flows noted by
the operators would indicate the 1ifting of a relief vé]ye, either to the
reactor coolant bleed tank/(RCBT) or to the auxiliary building sump
system. (Ints 26, 4; 9, 61) l '

0 At approximately 1300 hrs, a tour of the auxiliary building was performed.
It was determined that there was water near the floor drains. Because of high
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!
radiation 1evéls in the area (10 rem per hour) the stay was brief. The reactor
building and auxiliary building sump pumps were verified in the OFF-position.
(Int. 13, 140, 173) '

) Following the trip of 480-volt motor control centers 2-32A and 2-32B
(immediately after the initiation of the reactor building spray system on high
préésure - 30 psig) at-approximate1y 1350 hrs, the operating engineer was dis-
‘patched to the auxiliary bui]dfng to return power to certain of the equipment
on the buses. The reactor building sump pumps (WDL-P-2A and ZB)\werF not
energized. The buses subsequently remained enérgized with the auxiliary
building sump pumpé (WDL-P-3A and 3B) in the OFF position. (Int. 102)

Evaluation

The operator actions concerning the auxiliary building sump pumps was
routine. The stopping of the reactor building sump pumps to prevent continued
transfer of water. from the reaétor building to.the auxiliary building until it
could be processed was not unusual.

The water in the auxiliary building sump and floor .drains became a problem
when the. highly radioactive reactor coolant was discharged into the auxiliary
building sump system sometime after the reactor core was seriously damaged.

The discussion of leakage of contaminated RCS water to the other areas of the.
facility is treated in Details II of this-réport. '

\

Y

2.12 \Qggrator Actions Concerhing'Logkeeping

- Administrative Procedure 1012 (Shift Relief and‘Log Entries, revision 8,
< October 4, 1977, (Ref. 77) establishes the requirements for shift relief and
recording station operating activities in logs or other controlled documents
on a shift basié (section 1.1) and describes the various shift records and
logs involved and instructions required to maintain these records to con%orm
- with the Technical Specifications and to ensure adherence to the reqhirement
of the FSAR (Section 1.2). -
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- The general requirements are described in section 3.1.1 and specify shift
records  as hourly log, control room 1og, checkoff lists, recorder charts, and.
computer printouts that describe or record operating information and events.
These records comprise the. 1nformat1on that is necessary for evaluating opera-

tions or for analysis of previous operations.

The hourly log. requirements (action 3.2) specify that the Tog will reflect
plant parameters on an:hour]y basis. It will normally bé prepared by the
p]antﬁcomputer but can be manually prepared by the control room operator in
the event that the computer is not -functioning. If manual preparation is
necessary, it will be performed by the control room operators and auxiliary
operators. The inspectors reviewed the hourly cbmputer log for March 28,

1979.

The contro] room log requ1rements (section 3.3) specify that the log will
1nc1ude 1nformat1on concern1ng reactivity, a]arms pertaining to reactor core.
conditions with detailed explanation, any abnormal condition of operation,
releases of radioactive waste, gaseous or 1iquid.\ The administrative procedure
(1012) hequires that the control room log contain specific'information (steps
3.3.1-3.3.18 inclusive) and be considered an officia} document required by the
FSAR. The required information includes: (Ref. 38)

0 A11 alarms that involve-reactor core conditions must be recorded by the
operator along with an explanation or reason for the alarm, e. 9 Tave,
reactor coolant system pressure, flow, or power.

0 Plant shutdown - Record the major'steps’in shutdown and the associated
0 Each system startup, significant status changes, and shutdowns must be
recorded. Also record major unit status changes such as opening of the

primary system and f]oodiné of the fuel transfer canal and the time of the

event.
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0 Equipment/malfunction - List the equ1pment and problem and any restr1ct1on

p]aced on the plant.

o - Abnormal operation - Record any condition that causes principal primary

or secondary parameters to vary from normal.

) Reactor'trip & turbine trip - Record the conditions prior to thettrip,
cause of trip (if determined), corrective action taken, and time of the

events.

) 'Start and stop of any radioactive gaseohs or liquid releases must be
ari . v
recorded in the Control Room Log along with release permit number.

0 Any abnormal valve line ups and equipment out of service or returned to

service must be recorded.

! !

o Changes: of position of .any "defeat", or "bypass" switches must be recorded.

0 Accomp11shment of test1ng - Record t1t1e and number of the test performed
and the start and comp]et1on ‘times or time of suspens1on of the test. The ’

. performance of all periodic tests and 1nspect1ons required by the Technical

‘»

Specifications just be recorded.

The above sections are not meant to be'inclusive but mere]y 1nd1cate the
type of entries that should be made. When doubt exists, an entry shou]d be

made in the log.

"The shift foreman log requjrements (Administrative Procedure 1012,
Section 3.5; Ref. 39) require that the shift foreman log contain:

o A summary of the station operation and major events that occur on each
shift. Significant abnorma11t1es that occur will be explained in greater

detail than would be expected in the control room log.

’
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) When equipment. covered by Technical Specifications is taken oUt of sérvice,”
“the reason, time, Technical Specification requirements, and sample results (if
app11cab1e) will be noted on the left-hand page of the shift foreman's Tlog.
Add1t1ona1]y, a]] requ1rements for running, samp11ng, test1ng will be noted,
delineating 'times, when the above must be accomp11shed '

On March 28, 1979, the Control Room Log contained two entr1es between
10400 hrs and 1314 hrs, including: S

o} Q400 hrs - Turbine trip, reactor trip, ES

0 0527 hrs - Isolated OTSG B

-

The next entry was at 1315 hrs and was noted aé a late entry. ,

. 3
The shift foreman log contained two entries and a plant status stamp

between 0400 hrsand 1315 hrs, including:.

-

o ° 0400 hrs - Turbine trip, reactor trip, HP injection'ES;

o 0527 hrs - Isolated S/G Mg,

Evaluation
Technical Specification 6.8.1 fequires thét'ijtten procedures be.

established, implemented, and maintained covering certain Saféty-re]ated‘

activities. ' '
Adm1n1strat1ve procedure 1012, Shift Relief and. Log Entr1es specifies

the requirements for documentation, evaluation,'.and analysis of s1gn1ficant

plant operat1ons, activities, and abnormalities.

The operators failed to provide adequate shift log entries of the’
significant events between 0400 hrs and 1315 hrs including:
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0 HPI flow rates and paths

) \Manual initiation of HPI at 0530 h}s

0 Shutting and opening the co;e flood fank isb]ation Ja]ves.
o - Emergency feedyatér valves EF-VI2A énd 12B discovered cTosed'at'0408.hrs.

0 BWST level decrease between 0400‘hrs and 1315 hrﬁ.

o Method of decay heat removal (atmospheric,'condenser, HPI)

0 Emergency borating.activities

0 4. Reactor building isolation at.075§ hrs

o  Disabling the quto'start capability of the emergenéy diesel generatdrs.

) Isolation‘qf the EMOV (RC-R2) at 0618 hrs by shutting the block valve (RC-V2).

) The extent to which HPI was throttled during various periods throughout
the event.

The above are examples of ‘items having significant safety implications
which were not available to the licensee or the investigators after the
accident.

The failure to provide the required logs of events and activities as
required by Administrative Procedure 1012, Shift Relief and Log Entries, is
. under consideration as a possible noncompliance. ' '

NOTE: The examples chosen are those that are not recorded on the alarm
printer or shown on other instrumentation. The operators are authorized
by procedure to clear the computer memory .in order to have the alarm

printer catch up with current events. Had that been done, much of the
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information utilized this and other investigations; including that of the

'1icensee, would have been lost.

2.13 Operator Actions Concerning EMOV

The operators stated that they realized that the RCDT rupture disc had" -
blown, but they were not alarmed by this because of the ant1c1pated lifting of
the EMOV following the apparent severe transient (routine. fo110w1ng a
Turbine-Reactor Trip). (Int: 17, 38, 15,‘95),

The subsequent high temperatures on the EMOV and code relief valves were
similarly not considered unusual. The operators stated that a key issue was
that so many things were happening within the first hours of the transient
that time’passed very quickly. The awareness of elapsed time after the unit
trip became secondary to the operations group. (Int: 17, 38, 95)

An operator stated that the EMOV discharge temperature indicating 283°F,
60°F above the code relief valves within minutes after the trip and the time
was actually 0521 hrs did not appear abnormal following the transient. It
“would appear the operator did not realize that it was 81 minutes into the
" accident due to the continuing sequence of events. (Int. 95, 196)

Also, the operators indicated that the EMOV and code re]ief’valvé
discharge temperatures we%e not significantly above the normal operating
temperatures of approximately 200°F, which is just above the alarm setpoint.
(Int: 17, 38, 15, 95) ] o

- The EMOV block valve was closed at about 2 hours and 19 minutes after the
accident (0619 hrs). The closing. of the block valve at that fime occurred
with a smaller differential temperature (26°F) between the relief valve
exhaust Tines than had been previously observed (0521 hrs). The interviews
also revealed that the check of the relief valve temperatures at 0618 hrs were

performed by another shift supervisor.- (Int: 105)
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EvaTuation

The operation of the p]ént with the EMOV and eode relief valve exhaust
temperatures (about 200°F) significantly above the embient conditions (less
than 130°F by procedures) complicated the diagnosis of the EMOV-LOCA event and
sdbsequent isolation of the EMOV by closing the block valve (RC-V2)l The -
operation of the plant- with the high (200°F vs. 130°F) exhaust temperatures on
the relief va]ves is addressed in another section of this report (Sect1on 1.2
of Details I). ' \

Failure to shut the EMOV block valve until about 0619 hrs,‘(2.3 hours
after the EMOV initially opened) is a second example of failure to imh]ement
Emergency Procedure 2202-1.5, Pressurizer System Failure, as discussed in
Section 1.2 of Details'I, and is under consideration as a possible 1tem of

noncompliance pursuant to Technical Specification 6.8.1.a.

/

2.14\Genera1'Location'Qf Operation Personnel

As noted in Section 1.4.2; the shift complement on the morning of March 28,
1979, met the Technical Speeﬁffcation fequirements; The Tocation of the
operations personnel during the event shown in Table I-2-1 was determ%ned
based on selected activities performed and interviews with the personnel
involved. The tabulation does not include all operations personnel oh s1te
during the accident. The listing brovides a general guide to the 1ocetion of
certain individuals. ' I

The Ticensed operators performed their functions from the control room

area, with a few exceptions, including: .
- ]

Shift Supefvisor E worked with the ‘condensate polisher bypass valve
(C0-V12) between 0420 hrs and 0500 hrs.

Shift Foreman A unlocked and c]osed the e]ectr1ca1 breakers for the decay

“heat removal suction valves (DH Vi02A and DH-V102B) at MCC 2-11EA and 2-21EA
at about 1000 hrs.
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Shift\Supervisor C made a limited tour of the auxiliary building rad-waste
panel ‘and accessible floor drain areas at about 1300 hrs.

The auxiliary operator actions during the first 16 hours of the accident
were directed by the control room staff. The auxiliary operators who were in
their assigned areas performed checking activities in their respective areas
following the announcement of the turbine and reactor trip. The auxiliary
operators outside their assigned areas, in general, went to the Unit 2 control
room for standby. - The more experienced auxiliary operators made checks on
equipment as they proceeded to the control room.
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TABLE I.2-1
LOCATION OF KEY PERSONNEL INTERVIEWED

Control Room Auxiliary Bldg. Turbine Bldg.
Back |
Individual PRI . SEC Panels - Waste Elect - Makeup
Shift Supervisor E ................. 0400-0420. ...\ vvevennnnnn.. 0420-0500
e 0500-1600. .. ..oevuvrnnnn..
Shift Supervisor A ................. 0408-0630..... PN .
Shift Supervisor D ....;...; ........ - 0550-1600. ... o.vvueaninn 0400-0402
Shift Supervisor B ................. 1200-2000(+). ..............
Shift Supervisor.C - 1300-1330
A : ‘ (TOUR)
Shift Foreman C  ................. 0402-1500 ...ooernennn...
Shift Foreman A e, 0545-1000.................. : 1000-1030
Shift Foreman B ................. 0700-2000(+).........c... ..
Control Room Operator D 0400-0600
: 0600-1500
Control Room Operator C 0400-0600
0600-1500
Control Room Operator I 0615-1930 ‘ /
0630-1800

Control Room Operator. A :
S 1800-1900



TABLE I.2-1.(Continued)
LOCATION OF KEY PERSONNEL INTERVIEWED

Contro1'Room “Auxiliary Bldg. Turbine Bldg.

Gp-2-1

Back

Individual PRI SEC Panels Waste Elect Makeup
Control Room Operator F 0600-1600
Control Room Operator H  1600-1800
Control Room Operator G . 1800-2000(+)
"Control Room Operator K 0700-1300
. 1300-1700 S
Auxiliary Operator G ' 0400-0410
: 0410-0420.
: - 0420-0500
0500-0600. ,
- 0600-0700
0700-1500
Auxiliary Operator.B 0400-0410
0410-0420 - _ 0420~0430
0430-0500 0500-0530
: 0620-0630
0630-0650
10700-1500
Auxiliary Operator K 0400-1030



9%-¢-1

TABLE I.2.1 (Continued)
LOCATION OF KEY PERSONNEL INTERVIEWED

Control Room : Auxiliary Building Turbine Building
Back : -
Individual PRI SEC Panels Waste Elect Makeup
Auxiliary Operator E 0400-0500
: 0500-0600
0600-0620
0620-0640
Auxi]iary Operator C 1400-2000+
Auxiliary Operator H 0500-0600 0600-0700
0700-1300
Auxiliary Operator D 0400-0800
Engineer K ... ... .. ... 0550-0600 ..............
’ 0600-0700
.............. 0700-0900 .............. .

.............

1030-1630 ............... 1630-1645



2.15 Effect of Training on Operator Actions

Members of the plant training staff were interviewed regarding the effect
of the operator's training on"their actions during the incident. (Int. 80)

Among the areas -discussed were:

pressurizer level versus pressure control .

recognition of an open EMOV -

bypassing of emergency safety features actuation system
shutdown of reactor coolant pumps.

2.15.1 °  Pressurizer Level Versus Pressure Control

The plant procedures (2103-1.3) and the operator training program specify
that the pressurizer shall not be allowed to go solid at any time except for
hydrostatic testing of the RCS (Ref. 53). The training emphasizes this pro-
_hibition, stressing the possibility of exceeding the high-pressure safety limit
of 2750 psig because the pump discharge head is 2900 psig. For high pressurizef'
level, the procedures (2103-1.3) require securing makeup and‘increasing 1etd6wn
(Ref. 53). For low preésurizer pressure, the procedures require the opposite:
isolate letdown, increase makeup, and, in addition, turn on the heaters. -

The training staff was asked what fhe operators would be expected to do,
based on their training and experience, if a high pressurizer level indication
called for one set of actions and a low RCS pressure called for another. Members
of the training staff stated that the operators would definite]y have reacted
to the high‘levél to avoid going solid. This is based on both the TMI training
and the B&W operating procedures at the simulator. The necessity of maintaining
pressure is stressed in connection with the avoidance of departure from nucleate
‘boiling (Int. 80). - - ¢ '

The staff was asked if the operators were taught the significance of
saturation pressure. The training staff stated that the operators receive
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this instruction as part of the basic thermodynamics tréining. The staff was
asked if the saturated condition would cause the operetors to suspect steam

voids in the primary system. They indicated that under the conditions existing
Vat the beg1nn1ng of the event, the training staff would not expect the operators'
to check for the saturation condition 1mmed1ate1y._ The operators would: not
expect voiding with the pressurizer full. With the injection of cold auxiliary
" feedwater supply and high pressure injection the operators would ekpect a
pressure reduction. (Int. 80)

The training staff was asked if the possibility of a 1eve1~rise in the
preésurizer'caused by steam flashing in another part of the primary_syétem had
ever been recognized and brought to the oceYatoﬁs' attention. The answer was
"never." The only training in this area is the discussion of the possibiiity
of flashing in the hot ]egs if the pressurizer level is not maintained. (Int.
80)

2.15.2. Recognition of an Open‘EMOV

a The training staff was asked if the operators were trained to ver1fy the
closure of the electromatic re11ef valve following events  that can be expected
to result in its opening. They stated that they were trained to check if it
was open, but considering the other events that were occurring during the
accident, they would not have expected the operators to check this .right away.
The Means available to check this were the console demand signal, which indicated
closed, and the discharge line temperatures. The training staff stated that
high discharge Tline temperatures were not very meaningful because the EMOV had.
been leaking prior to the incident, which resulted.in temperatures that were
not much lower than those existing with the valve open. Moreover, these
temperatures and their status are printed Qut.by'the alarm printer, and these
alarms would not get printed_out for 20 to 30 minutes. This time delay, under
the conditions of the accident is caused by the large number of alarms to be
printed, and the limits on the typing speed of the Alarm Typer.

The training staff was asked if the operator training included actions to
be taken if there was a pressure rise in the .reactor coolant drainvtank (RCDT).
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They stated that the training on the "Response to High RCDT Alarm" procedure
(No. 2204-301B, Ref. 26) covered this. However, the alarm and indicators
for this system are located behind the back panels. Also, determining the
source of the leakage requires a pfocess of elimination because the RCDT

receives other leakage such as the RCP seals and valve packing leakoffs.

\

2.15.3 Bypassing of -the Engineered Safety Features
Actuation System - '

/

It was noted that the engineered safety features actuation system was
bypassed by the operators promptly after actuétion, even though the coolant
injection might not be throttled back until later. The training staff was
asked if the operators were trained to do this. The staff stated that the
operators were trained to reset as soon as possible. This is done to prevent
injection of éodium hydroxide into the reactor. In addition, the operators
were trained to be prepared to maintain a 220-inch Tevel in the pressurizer by
throttling the HPI valves. The operators'51so had to be prepared to throttle
the flow to the makeup pumps to prevent exceeding the 550-gpm flow limitation,
as the flow Wou]d increase if the RCS pressure decreased.

2.15.4 Shutdown of the Reactor Coolant Pumps

The tréining staff was questioned as to the training.given. the operators
regarding shutdown of the RCPs. They stated that the procedures (2203-1.4,
Revision 3) and training, required pump shutdown for high Vibration, low amperage
or lTow reactor coolant flow, all conditions that existed during the event.

(Ref. 78) 1In the training staff's view, the conditions that existed during
the March 28 event did require shutdown of the pump. They stated that the
operator is trained that fai]ure'to trip the pump under these conditions could
lead to pump seal failure or loss of the impeller.

Evaluation

The operator training program had a substantial -impact on decisions made
during the early phase of the accident. The prohibitions against allowing thg
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pressurizer to go solid caused the operators to neglect the low RCS pressure
in their attempt to control pressurizer level. In addition the operators were
conditioned to promptly bypass ES without first deterhining the condition of
the RCS. ’

However, it must be recognized that operator experience also played an
important role in these decisions. The normal course of most.ES initiatidns,
those which did not involve a loss of coolant, reqgired bypassing of ES and
securing of HPI to prevent an extended plant outage and/or possible damage to
the pressurfzer safety valves. Past failure to bypass ES promptly had, in fact,
resulted in the injection of sodium hydroxide into the RCS at TMI2.

The operator training did not address the phenomenon which led to the
pressurizer level transient. The investigation has not established whether

operators at other B&W plants had received such training.

2.16 Nonlicensed Operator Actions During Accident

2.16.1 General

The nonlicensed operator (auxiliary operator) actions during the first 16
hours of the March 28, 1979, event were directed from the control room. The
‘auxiliary operators who were in their assigned area performed checking activities
in their respective areas following the announcement of the turbine and reactor
trip. The auxiliary operators outside their assigned areas, in geneﬂa1, went
to the Unit 2 control room for standby. The more experienced auxiliary operators

made checks on equipment as they proceeded to the control room.

2.16.2 Activities Prior to Trip

The major activity just prior to the turbine trip was being performed in
the turbine building at the condensate polisher unit. There was a problem in
transferring resin out of condensate polisher vessel No. 7. The transfer line
was plugged with resin for about 11 hours (Int: 123). There were at least
three individuals working on the problem just before 0400 hrs. This included

I-2-50




two auxiliary operators and the operation shift foreman. The unclogging process
was making use of station air and demineralized water. Other activities being
performed just prior to the event included adding hydrogen to the main generator
hydrogen systen, performing readings on industrial waste treatment systems,

and logging and maintaining the radwaste panel in the auxiliary building. The’
consensus of opinions from the interviews involving the auxiliary operators
indicate that the plant conditions were,. in generai; fair to good (Int. 10,

36, 38, 104, 109, 115, 123, 125 and 128). There was a large inventory of water
in the auxiliary building. Water was estimated to be within 8 inches of over-
flow in the auxiliary building sump. This situation has existed in the past
because of the way the units are restricted in the release of waste water.

The units share release of water in that only one plant can release at a time.
The schedule for release of Unit 2 water and the status of the Unit 1 water
inventory was not known by the auxiliary operator on March 28, 1979 (Int. 10).

2.16.3 Activities During Accident

The following paragraphs are summaries of auxiliary operator interview
transcripts. They give a general picture of typical activities on March 28,
1979:

Auxiliary Operator D (Int. 61, 128) was on the 2300 hrs to 0700 hrs shift
on March 27—28,_1979 (Int. 61). The assigned area was the secondary side of
the plant. Operaton D was on the way to and very near the control room at
0400 hrs and apparently just outside the control room at the time of the trip
announcement. This operator was assigned to go to the turbine building to
turn the main feedwater pump. B shaft. ‘This effort continued until about 0800
hrs. Independent checks were made on the main condenser vacuum pump system
and the operator aided in checking the hydrogen 0il seal system.

Auxiliary Operator G was involved in the condensate polisher problem and
actively engaged in unblocking the resin transfer 1ine (Int. 36). He checked
the condensate polisher-panel and the status of the outlet valves at the |
condensate polisher tanks immediately after the trip was announced. The
condensate polisher valves were reported to be closed. After completing a
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Tineup of the condensate polisher for restart, he proceeded to the control room

at about 0415 hrs to 0430 hrs and was sent back to recheck the condensate polisher
valve lineup. He noticed ‘leakage from%cdndensate booster pump 2A syction line

and proceeded to isolate the leak, with help from others (Int. 10), by closing -
the booster pump suction valve. He associated this leak with a major movement

of this pipe that he had observed just after 0400 hrs prior to going to the

control room the first time. He then, with help, manually opened the condensate
bypass valve (C0-V12) (Int. 105.' He also checked the pressurizer Jevel indicator -
inside the auxiliary building. At about 0530 hrs he was told to open MU-V127

to allow for emergency boration. ' '

Auxiliary Operator B was assigned to the radiation waste panel in the
auxi]iéry building on the 2300 hrs to 0700 hrs shift (Int. 10) The status of
his area has been described above. The miscellaneous waste storage tank level
was stated to be at 7.4 feet just before 0400 hrs and. lined to the RB §ump pumps.
At 0400 hrs he was just outside the Unit 2 control room, by the I&C area. He |
returned to the control room at about 0410 hrs and was sent by the control room
operator to check breakers for condensate bobsterlpump 2B. He found the breakers
to be in gdod status. He was involved in throttling river water to the inter- -
mediate closed coolers. He went to the auxiliary building, his assigned area,
to make a check of his area. He found indication that both reactor buijding
sump pumps were on, the local reading of the reactor buf]ding sump level was -
pegged high (over 6 feet), and the background activity in his assigned area of .
the auxiliary building had increased. He estimates this time to be about 0430
hrs to 0500 hrs. - He communicated his finding back to a control room operator.‘
He turned off the reactorbbuilding sump pumps at about 0438 hrs at the request
of the CRO. The pumps were said to be Tined up to the miscellaneous waste holdup
tank, but he did not notice a level change from the 7.4 feet seen earlier. He
did not see any overflow of the auxiliary sump at that time. He was told by a
CRO to check for makeup valve alignment for demineralized water to the-makeup
system. He noticed while assisting closure of C0-V12 that efforts were underway
to lower the hotwell level. He also noticed that the air supply line to the
pneumatic actuator to the normal condensate reject line was failed and blowing
air. He noted that the shift supervisof'was also in this area at this time
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(TMI 220, 221). At about 0600 hrs, he was back in the auxiliary building and
found water backing up out of the floor drain. He was at the radwaste panel
at the time the site emergency was announced. He then went back to Unit 2 control

room to report the status of his area to the shift supervisor and CRO.

Auxiliary Operator'H was on the 2300 hrs to 0700 hrs shift assigned to
the industrial waste area (Int. 38 and'125); He reported to the Unit 2 control
~ room at approximately 0445 hrs after being paged by another auxiliary operator
at about 0420 hrs. He was directed by the shift supervisor to check the main
turbine and to ensure that it went on turning gear. He was also told to isolate
the second stage reheat of the moisture separator and reheater units at about
0510. He was told, by the operating engineer, to isolate the out]et valves on
the condensate po]isher'syStem, which he did. He had found all outlet valves
closed and proceeded to drop air preSShre tq the valves, which would ensure
closure.

AUxi]iary;Operator_E'reportéd to the control room after hearing the noise
from the main steam safety relief valves (Int. 109). He was assigned specific
tasks by the control room operatipns personnel. He stated that he suggested
the stopping of the reactor bui]ding sump pumps based on the auxiliary building
high'Water inventory. He recalled that one condensate pump remained on line.

He assisted in opening the main condensate reject valve at about 0500 hrs to
. 0530 hrs. He closed the breakers for the core flood tank isolation valves at
about 0600 hrs. He searched for the cause of the fire alarm. He checked the
valve lineup for boric acid, level of the miscellaneous waste holdup tank, and
valve lineup for pbssib]e demineralized water entering the makeup system. He
recalled seeing water coming out of the auxiliary building drains (before 0730
hrs).
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3. MANAGEMENT ACTIONS DURING ACCIDENT

3.1 General

Thfs section of the report deals with the actions and management decisions
undertaken by those members of licensee management who were called to the site
to provide emergency direction to cope with the operational aspects of phe
accident. Moreover, this section will address the additional support that waé
provided through the licensee organization and by other parties to support the
onsite operational activities. ‘Those‘actions taken to.cope with the radiological
aspects of the accident are addressed in Details II of this report.

The use of the word management in this section refers to those individuals
who would be summoned to tﬁe site for emergency and technical direction as
well as those contacted to organize appropriate support activities. The
investigation team recognizes that members of thennoutine shift organization
do rephesent levels of licensee management.

3.2 Onsite Operational Activities of Senior Management

Management notification was initiated by the Unit 2 Shift Supervisor
shortly after the turbine and ﬁeactor trips. At the request of the Unit.2 -
Shift Supervisor, the Unit 1 Shift Foreman called the Station Manager (approxi-
mately' 0401 hrs) and the Unit 1 Operations Superwvisor (appreximately -0435-hrs).
Nuclear engineers, coming to Unit 2 from the Unit.1 refueling startup crew,
called the Unit 2 Superintendent and the Unit 2 Superintendent - Technical
Support (approximately 0410 hrs). These senior managers were informed of the
Unit 2 turbine and reactor trips, as a matter of normal site policy and not .
as a result of any suspicion that this trip was unusual. The Unit 2 Operations
Supervisor was not called, since he was in Lynchburgh, Virginia attending B&W
simulator training (Int. 1, 17, 26, 27, 83, 148). |

The Unit 2 Superintendent - Technical Support, the assigned on-call "duty
section head" at that time, was the first to arrive on site (approximate]y'0450
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hrs). He was informed of the problems being experienced with pressurizer
level being high, -reactor coolant sysfem (RCS) pressure being Tow, reactor
coolant drain tank (RCDT) rupture dis¢ being blown, and that an automatic ES
actuation/ high pressure injection (HPI) had occurred. He was not informed of
the earlier fajlure of the emergency feedwater system to perform as designed,
‘due to the improper position of the EF-V12A and 12B valves; this fact was not
learned by onsite management until engineérs began reviewing the sequence of

events, a day or so later. :
1) “
‘ [

NOTE: - The Unit 2 Superintendent;- Tecﬁnica] Support is the chairman of
the Unit 2 Plant Operating Review Committee and holds a senior reactor
operator license on Unit 1.. He had just started an informal training
‘program for Unit 2 and he doubted his capability to recognize the meaning
of alarms or to interpret everything he was being told. Technical
Specifications do not require this individual to be Ticensed.
. Lacking familiarity with the plant, but recognizing an unusual situation,
the Superintendent - Technical Support directed additional technical and
operations personnel be called in. Those called included the Unit 2 Operations
Engineer (approximately 0501 hrs), the Station Chemistry/Health Physics Super-
visor (approximately 0510'hf$), the Maintenance Superintendent (approximately
0515 hrs) and at least ten others. (Int. 27, 129; Ref. 21)°

As RCS pfessure continued to fall, thé Unit 2 Shift Supervisor secured
the réactor coolant pumps (RCPs) in the B loop. The Unit 2 Superintendent-
Technical Support reviewed net positive suction head'requirements for'the
RCPs and concurred with the decision made and action taken by the Shift
Supervisor. During this period, the Superintendent - Technical Support was
attempting to become betfer infotmed relative to the status of the plant,
making suggestions and offering technical advice, and requesting additional
plant personnel report to the site. The direction of plant operations continued
to rest with the Unit 2 Shift Supervisor. (Int. 27, 135) ‘ o
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tHaving received no additional information since the post-trip notifica-
tion, the Statton Manager called Unit 2 (approximately 0515 hrs, lasting to
- approximately 0535 hrs) to ascertain the status of the plant. The Station
Manager was informed by his management representetive"of the current plant
conditions and the fact that an automatic actuation of HPI had occurred. The
Station Manager was disturbed by the coincidence of low RCS pressure and high
pressurizer level. The automatic actuation of HPI was not unexpected, based
on experience with previous turbine/reactor trips. The Station Manager decided
to initiate a conference call with selected technical people; but first (approxi-
mately 0545‘nours) called the Unit 1 Superintendent, informing him of the pecu-
Tiar trip conditions and requesting that Unit 1 cooperate in giving Unit 2 heat-
ing steam, and called the Maintenance Superintendent, requesting he report to the
plant. ‘

NOTE: During the period of the Station Manager's call to the Superin-
tendent - Technical Support, the Shift Supervisor had isolated the B once
thru steam generator (0TSG). The Shift Supervisor had taken this action
on finding reactor building pressure increasing and B O0TSG pressure below
that in A 0TSG; which indicated to him a secondary-to-containment leak.
(Int. 1, 27, 71, 77, 120)

Following his conversation with the Station Manager, the Superintendent -
Technical Support found the RCS pressure dropping again. -With indicated flow
in the A Loop at about 30% and -dropping, the Shift Supervisor tripped the A
loop RCPs. Everyone just assumed natural circulation would occur; despite the
fact that RCS parameters were outside necessary conditions for subcooled
natural circulation. (Int. 27, 38, 135) o

With all RCPs trlpped the core was be1ng cooled by HPI water steaming
through the still partially or fully open pressur1zer electromatic relief
valve (EMOV). . The Unit 2 Superintendent (sen1or_reactor operator Ticensed on
Unit 2) arrived onsite (approximately 0545 hrs) and proceeded to the Unit 2
control room, where he was briefed by the Shift Supervisor and the Superinten-
dent - Technical Support.
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NOTE: The Unit 2 Superintendent 1ives'approximate1y 50 miles from the
site and his initial notification provided no evidence of ‘an abnormal

trip, which might have prompted him to arrive earlier.

At the request of the Unit 2 Shift Supervisor, the Unit 1 Operatipns
Supervisor (senior reactor operator cross-licensed on Units 1 and 2), who was
in Unit 1 since about 0530 hrs, to assist in its startup, reported to the |
Unit 2 control room (approximately 0600 hrs) to assist as needed. = The abnormal
pressurizer level versus RCS pressure, the tripped RCPs, and the resu1%s of an
RCS post-trip boron sample showing a drop of 300 ppm from pre-trip conditions,
were discussed. Shortly thereafter, on seeing indication on the source and
intermediate range nuclear instrumentation of what appeared to them to be a
possible ‘reactor restart, the Shift Supervisor was directed by the Operatiohs
Supervisor and the Superintendent - Technical Support to high pressure;inject
and emergency borate. (Int. 5, 9, 26, 27, 83) ”

The Station Chemistry/Health Physics Supervisor had arrived onsite
(approximately 0545 hrs), following the earlier call for technical and opera-
tions personnel, directed by the Superintendent - Technical Support. His
initial assignménts, from the Superintendent - Technical Support, included
making preparations for a reactor building (RB) entry and confirmation' of RCS
boron sample results. (Int. 20. 102, 129, 41; Ref. 21)

With the Unit 2 Superintendent and the Unit 1 Operations Supervisor
following operations, the Superintendent - Technical Support retired to the
Unit 2 Shift Supervisor's office to participate in the conference call established
by the Station Manager. The conference call (approximately 0600 hrs, Hasting
to approXimate]y 0635 hrs) additionally included the B&W Site Operatioﬁ
Manager and the Vice President -- Generation, Metropolitan Edison (the first
corporate individda] to be notified). " The status of the plant was discussed
and it was decided that forced circulation must be reestablished. The fact
that all available indicators of pressurizer level were checked and found in
close agreement was discussed and it was decided they were to be be]ie&ed.
The condition of the EMOV was questioned and it was'reported to be shut,
reportedly based on a demand position light indication. The B&W Site Manager

and the Station Manager were encouraged to report to the site. }
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NOTE: During the period of th1s conference ca11 -the EMOV b]ock‘va]Qe',

was closed; finally 1so1at1ng the loss- of coolant accident path that had

existed since 0400 hrs. Whether this act1on was keyed by this d1scuss1on
has not been estab11shed (Int. 1, 27, 53 71)

-

R

With the EMOV b]ock valve shut, RCS pressure began to increase and Reactor
Bu11d1ng pressure began to drop. The results of a second.RCS boron sample
1nd1cated a further decrease in boron concentration which the Station Chem1stry/
‘Health Phys1cs Supervisor had confirmed by splitting the sample and observing
the ana]ys1s»performed by two technicians. Following the report of these
results, the Superintendent - Technical Support then directed the Unit 2
0perat1ons Engineer (senior reactor operator. licensed on Unit 2), who had
- arrived onsite (approximately 0545 hrs) following his ear11er call out, to
investigate poss1b1e -sources of demineralized water that might be diluting .
the RCS boron concentrat1on The results of this 1nyest1gat1on reported]y‘
.were never made; presumably the investigation was aborted by subsequent events
related to the dec]aration of the Site Emergency. (Int. 20, 27, 102, 129)

With the RCS sampTe 1ines on recirculation to ensure a representative
Sample,lradiation levels in the'vicinity of the sample lines ‘began to increase.
Responding to an alarm, the Station Chemistry/Health Physics Supervisor diecovered
. radiation levels of 600 millirem per hour (mr/hr)'and reported these results
to the Superintendent - Technical Support He, in turn, then reported the
“information to the Unit 2 Super1ntendent a]ong w1th his belief that they were -
_experiencing fuel failures. The Unit 2 Supérintendent directed the Maintenance
Superintendent, who had arrived on site (approx1mate1y 0615 hrs) at the earlier
direction of the Station Manager to call the Stat1on Manager and inform him
of this event. The ca]] was made as d1rectea (approx1mate1y 0650 hrs). (Int. 20,
27, 71, 120, 135) o - '

' RCS pressure had now increased to the point that RCPs could be operated.
Each manager recogniZed the need to re-establish core cooling. Initial attempts ,
‘to start' RCPs under the direction of the Unit 2 Supérintendent, the Superintendent -
Technical Support and the Unit 1 Operations Supervisor were unsuccessful. The -
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operators finally succeeded in starting RCP-2B (0654 hrs) and the soﬁrce and
intermediate range nuclear instrumentation showed significant drops-in/f]ux_
levels, convincing the Supefintendent-Technica] Support that the apparent
reactor restart had been terminated. Within minutes radiation monitpfs through-
out the plant entered alarm status and a Site Emergency was declared (approxi-
mately 6656,hrs)'by the Unit 2 ShiftASuperVisor at the direction of the4Superin-
tendent - Technical Support. (Int. 26, 27, 83, 129, 138)

- Immediately following the Site Emergency declaration, the Shift Supervisor
returned his attention to the primafy plant ‘and reinitiated HPI at the direction
of the Unit 1 Operations Supervisor. B 0TSG was again isolated due‘fo radiation
alarms on the condenser vacuum pump exhaust§ it had been unjso1ated following
discovery that the leaking EMOV was apparently the source of the Reactor
Building pressure inéreése. The Unit 1 Operations Supervisor stationed operators
at each Unit 2 control room panel, coordinating their activities and backing
them up with normal shift and relief shift foremen and supervisors. The
Superintendent - Technica]»SUppért directed various engineers (then present
due to his earlier call-out of technical and operations pefsonne]) to make the
required Emergéncy Plan notifications. With the Station Manager in transit to
‘the,siteﬁ_the.Unii_z Superintendent became. the-Emergency- Director (per IML
" Emergency Plan, -Procedures 1670.2, Revision 8). (Int. 17, 26, 27, 71, 83, 38;
Ref. ) )

The Unit 1 Superinténdent (senior reactor operator cross-]icensed Qh Unit
1 and Unit 2) had arrived on site (approximately 0645 hrs), heard the announce-
ment of the Site Emergency, proceeded to the Unit 1 cohtro] room (per TMI Emer-‘
gency Plan, Procedure 1670.2 Rev. 8) and declared himself'the Emergency Directork
of that unit after being bfiefed on the situation. ThefStation Manager (not
currently licensed or required to be licensed on either uhit) arrived onsite
(approximately 0705 pﬁs) and proceeded to the Unit 2 control room, where he
was briefed by the Shift Supervisor and his managers. The Station Manager
. then declared he was the Emergency Director and established an emergency ‘
command team. The Unit 1 Operations Supervisor was put in charge of 6perations
to direct the Shift Supervisor; the Station'Chemistry/Health Physics Supervisor
was put in charge of onsite and offsite radiation and environmental concerns;
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the Unit 1 Superintendent was put in overall charge of Unit 1 and the Emergency
Control Station, then being established in Unit 1; the Unit 2 Superintendent '
was put in charge of reviewing and verifying personnel complied with procedures
and:p1éns§ the Maintenance Superintenqent was put in charge of emergency mainte¥
nance; the'Superintendent_- Technical Support was put in charge of notifications,
communications and technical support; and.the B&W Site Manager, who had just
arrived onsite (approximately 0715 hrs) was requested to provide technical assis-
tance and communications with B&W. The Station Manager further declared these
personnel were to be the funnels through which informationirelative to areas
under their charge would be directed to or f;om him. During this period, the
 Unit 1 Operations Supervisor and the Shift Supervisor secured the running RCP,
since it showed no flow and a running current of about 100 amps, and established
theedominant~mode of core cooling to be utilized for the next 13 hours, with
HPI feeding cool water to the RCS and-the EMOV and/or its block-valve open to
remove hot steam. Attempts to notify the Vice President - Generation;, Metropoli-
'tan Ed1son of plant status at this t1me were unsuccessfu] (Int. 20, 26, 27;
53, 71, 77, 83, 120, 38) |
. -

By about 0724 hrs, conditions had deteriorated to the po1nt where the
Station Manager declared a General Emergency ‘ .
NOTE: Management actions relative to radiation protection, environmental
pfqtection:andVimp1ementation of the Emergency Plan are‘discussed in
Details II of this report and will not be repeated here. '

NOTE: From an operat1ona1 standpo1nt TMI Emergency Plan, Procedure 1004,
Revision 2 states .. MThe 0perat1ona1 personnel are respons1b1e for the

safe operation and recovery of all systems dur1ng an emergency s1tuat1on

The Emergency Plan also requires a significant effort in initial notification
of and maintaining communications with, outside agenc1es and offsite person-
nel; both of which distracted technical people from the task of grasp1ng

the s1gn1f1cance of events, understanding the situation, and containing

the accident. (Int. 27, 71) ‘
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~ The Stat1on Manager called and d1rected the Unit 1 Superintendent (approx1-
mately 0745 hrs) to Jo1n him in Unit 2. The Station Manager then requested h1s
emergency command team caucus with him 1n the Shift Supery1sor s office. . The
~ meeting was held away from control room activities to allow more considered‘f
thought relative to plant status Tong term goals, pbtentiaT actions and.their -
- consequences. It was dec1ded to attempt another RCP start. RCP-1A was tina]Ty ‘
started, but Toop flow and motor current failed to respond norma]]y and everyone
was forced to acknowledge the Toops were vapor bound. (Int. 26, 27, 53, 71,
m ’ T

Unab]e to’ reso]ve what appeared to them to be d1screpanc1es in RCS param-

eters, the emergency command team opted to d1rect emergency core cooling.
systems be allowed to funct1on as they would had the operators not been present
The Station Manager directed the Unit 1 Operations Supervisor to keep HPI on
and not to secure it without his permission. Instrument’ techn1c1ans were
directed to obtain local readout of core thermocouples (T/Cs) and RCS 1opp hot
leg resistance temperature detectors (RTDs). The emergency command team would
meet frequently during the fp11OWing hours usually once or twice an hour.
Plant status would be reviewed, op1n1ons and fears expressed, courses oﬁ
action considered, dec1s1ons made and orders 1ssued Subsequent)meet1ngs
would d1scuss results of actions taken and/or communication held with of?site
individuals or groups. These meetings allowed a sharing of knowledge, but ,
'reported1y none of the part1c1pants doubted that the Station Manager was}1n
charge’ and that, ultimately,: it would be his decision they would carry out.
It should be .noted that the character of these meetings reportedly did not
change, eyen after the arrival df’NRC and GPU persqnneT. '(Int. 26, 27, 53,
71, 129) ' . ) ' '

By10900 hrs the plant had experienced one manual ES actuation and 'two
| automatic ES actuat1ons/reactor bu11d1rg (RB) isolations, since the declaration
of the Site Emergency. Temperatures 1n the RCS hot legs and the core indicated
' superheated vapors were present. The core cooling that did ‘exist was prov1ded
- by HPI water that f]ashed to steam in the core and’ was being vented to the :
reactor bu11d1ng v1a the EMOV The emergency command team thought the core

N
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was covered, but wereAnot sure. They acknowledged that.temoeratures were
high, but didn't believe temperatures were as high'aslsome readings had‘
. indicated (2620°F on one core thermocouple). ‘They acknowledged the RCS loops
were vapor bound, but couldn't figure a way to reff]] themf They knew HPI was -
being imjected but feared it might be bypassing the core. They recognized
that without changing their tactics, clean Borated Water Storage Tank (BWST)
‘water would ultimately be exhausted and rad1oact1ve dirty water from sp111age
" on the reactor building f]oor would then have to be utilized, increasing
auxtjiary bui]ding‘radjation levels, significantly. Finally, they were nowhere
" nearer the two possib]e stable RCS conditions of forced circulation, using
either RCPs at high pressure or decay heat removal (DHR). pumps at low pressure.
‘The Vice President - Generation called (approximately 0910 hrs) and learned the
~ current status of the plant from the Superintendent - Technical Support and
_possib]y~others._ Shortly thereafter, the Station Manager directed the plant
be repressurized using’HPI, maintaining pressure between 2000 and 2100 psig
with the EMOV block valve. This pressure range was picked to'prerent actuation
of the code safety valves and the‘attendent danger of uncontrolled depres- “'
surization should'they stick open.  (Int. 26, 27, 53, 71, 70, 83, 113, 129;
Ref: 21, 23, 22) - -
'RCS‘pressure was increased in an attempt to collapse the voids in the RCS
loops. The decision to repressurize»lacked unaminity, since it was pointed out
that if temperatures were anywhere near éorrect the code safeties would not.
a]]ow suff1c1ent pressure to condense the steam of which the voids were assumed
: to be composed Further, ‘the history of poor re]1ab1]1ty of the EMOV block
valve raised concerns for.the consequences of its failure in an indeterminate
_ position. The Vice President- Generation again ca]]ed (approximately 1010 hrs)
to obta1n an update on plant status from the Stat1on Manager. '(In1t1a1 notifi-
cation, communications and activities of other Metropo11tan Edison offsite per-
sonnel and those of General Public Utilities are covered elsewhere in this report
and will not be repeated hereﬁ)’ (Int.. 26, 27, 31, 53, 59,17], 83, 129, 38,
Ref: 21) ' ' .

‘
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The B OTSG remained isolated at the direction of the Station Managerﬁ
‘after the Site Emergency was declared. Samples from A OTSG confirmed it was
not contaminated. It was decided to attempt to gain natural circulation
~ cooling by filling the A OTSG to a 90% dperating level and steaming it thfodgh
the atmospheric steam dumps. As a precaut1on an operator was stat1oned on
the roof with a radiation detector as c]ose as practicable to the exhaust
should this become a radioactivity re]ea?e path. (Int. 16, 27, 31, 77, 83
41) : :

The concern for the failure of the EMOV block valve péréistéd. By about
1120 hrs, the emergency command team decided‘to increase the pressure control
‘range from.2000 to.2100 psig to a range of 1900 to 2100 psig, thereby cutting
the frequency for cycling this valve in half. (Int. 27, 83; Ref. 23) -

The Vice President - Generation (not currently licensed or required to be
licensed on either un1t) arrived at the Observation Center (approximately 1140
hrs) and ca]]ed the Station Manager to learn the current plant status. [he _
Vice President - Generation indicated during interviews that he did not proceed
to the Unit 2 Cohtrol Room and insert himself in the command chain, since '
competent people were in charge, performing tasks for which they were tréined.
About this time it was decided to attempt to depressurize the RCS to obtain |
core f1ood tank 1n3ect1on and possibly enable DHR. This dec1s1on was reported1y
the result .of concerns re1ated to the lack of pos1t1ve 1nd1cat1on of core
coverage or natural circulation; fears that the EMOV block va]ve m1ght fa11
that boron might be plating out through crystallization,and that HPI might be
bypassing the éore and recognition that the plant.appeared no closer to
forced circulation by RCPs or DHR pumps even though a significant drop 1n
. BWST inventory had been experienced. A restart of RCPs was not considered
here, since RCS loop and pressurizer parameters had not changed significantly.
Consideration of -an RCP restart would be delayed untiT the emergency coﬁhand
team was convinced the loops were sufficiently filled and subcooled to ppevent
RCP cavitation and seé] destruction.: (Int. 26, 27, 53, 711, 77, 83, 913,i13,-

38, 41) o o . T

\
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While maintaining HPI, the RCS was depressurized using the EMOV, EMOV

- block valve and the pressdrizer vent valves. RCS pressure bottomed out at 440

 psig, but«not before some small (approximately 1 foot based on interviews)~dr6p
in core flood. tank level was experienced, convincing the emergency command

team that the core was indeed covered. HPI was reduced to minimum, but the
pressure wpu]d not”drop further.’ (Int. 26, 27, 53, 71, 77, 113)

As the afternoon progressed, the Vice PresidentjGenerétion worked to
improve communications with offsite and onsite‘groups. The Superintendent -
Technical Support, recognizing the need for information fo]]owfng recovery -
from this event, directed an engineer to begin a chronological log of events.
The Station Manager came under increasing pressure to secure steaming A 0TSG
through the atmbspherﬁc,dump. Without condenser vacuum, the Station Manager
hesitated to secure this system, since, in so doing, he thought progress in
removing core Heat‘through natural circulation would be lost. U]timéte]y, the
Vice President - Generation directed: it be secured and it was. Effqrts to
reestablish condenser vacuum were then redoubled. (Int. 16, 26, 31, 71, 91,
113; Ref. 21) '

With the secondary heat sink iso]éted, it was decided fo‘increase,HPI
flow while at low pressure and attempt to collapse the voids in the loops.
Core coo]ing was maintained by opening the EMOV and/br its block valve to
stimulate flow by the fuel assemblies. The Station:Mahager was difécted by .
the Vice President - Generation to prepare for a briefing trip to the Lieuténant '
Governor's office. The Station Manager directed the Superintendent - Technical
Support to gather the nece;sary information and prepare to accompany him.

(Int. 27, 71, 91) )

In a further attempt to improve circulation and collapse loop voids, the
emergency cohmand,team decided to maintain HPI f]dw,vbut alternate its injection
point to the RCS.. The EMOV block valve was cycied to control pressure and
during one opening (approximately 1350 hrs) a double ”tHump“ was heard. Reactor
building spray initiated, and ES actuation and reactor building isolation '

occurred. The'Station Ménager, then in the control room verifying plant
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status, reportedly exclaimed: "What was that’” The connection between ihe
noise the start of reactor building spray pumps and a hydrogen burn wou]d not
be made until the following day when eng1neers reviewed p1ant data.” The noise
was attributed to shifting ventilation dampers, which were being worked on at
thevtlme. The,start of the reactor building spray‘pumpsvand the spike in the
reactor building pressure were attributed to an electrical noise spikevby one
supervisor. Another supervisor observed the pressure.spike and recommended to
the Station Manager that the EMOV not be cycled again, because he noted the
rapid rise 1n building pressure corresponded to the timing of the open1ng of
that valve. (Int. 16, 26,.71, 83, 102 111, 113, 119) o ) BN

The Vice President - Generation, Station Manager and Unit 2‘Superintendent -
Technical Support left the site (approx. 1400 hours)‘and proceeded to the
Lieutenant Governor's office. Prior to ]eaving, the Station Manager satisfied
himself that conditions were stable; ordered the Unit 1 Operations Supervisor
to attempt to maintain the.status quo and to not reinitiate atmospher1c steam
' dump, appo1nted the Unit 2 Superintendent the acting Emergency D1rector and
called the Unit 1 Superintendent to.tell him where he was going and how to L
© reach hiﬁ. The Station Manager carried a beeper and had the Superjntendent -
Technical Support reestablish phone communication, once he had reached the
Lieutenant Governor's Office. During the absence of the 'Station Manager, the
Unit 2. Shift Supervisor began to have some success in changing indicated.A
loop hot and. cold 1eg'temperatures and indicated pressurizer level, by directing
HPI preferentia]]y-fo the A loop. It was decided to attempt the same,naneuver‘

. on the B loop, the execution of which was without success and, all previous
progress observed on the A loop was lost. Increasing core flood tank overpres—
sure was also discussed, but whether this action was ever taken has not been =
‘\determ1ned. " No evidence or statements were obtained which indicate such .
action was taken. (Int. 16, 26;'27, 31, 53, 71, 77, 83, 9], 1M1, 113)

At the request of the Unit 1 Operations Supervisor, the .Unit 1 Superin-
tendent returned to the Unit 2 control room from Unit j,‘where he had peen '
since about 1000 hrs. The Unit 1 Superintendent assisted the Unit Z'Shperin-

tendent in maintaining communications and joined the emergency command

4
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team that would per1od1ca11y caucus during the period of absence of the Station
Manager. By 1700 hrs, prob]ems with. the station aux111ary boilers were tempo-
rarily solved and a vacuum was drawn in the condenser. The A 0TSG was then
steamed thru its turbine bypass valves to the condenser in an attempt to estab-
1ish natural circulation. The A loop temperatures and pressurizer level again
appeared to respond to the preferential injection of HPI to the A Toop The
emergency command team believed they were see1ng the first signs of natura]
“circulation. (Int. 16, 26, 27, 31, 77, 113) '

The Vice President - Generation, Station Manager and Unit 2 Superintendent -
Technical Supnort returned (approximately 1630 hrs) from their trip to the Lieute-
nant Governor‘sAoffice and were briefed -on current‘p1ant status and trends.
The-Vice President - Generation, Metropolitan Edison COmmuniCated‘this”informa—

‘tion to the Vice President-Generation, General Public Utilities, and between

them, it was decided the plant must be repressurized. The emergency command

tean recommended cont1nuat1on of ‘their current policy of attempt1ng to estab-
lishing natural-circulation, since they believed they were now making progress
~and ear1ier attempts to establish stable conditions at highlpreséure'mere believed
wunsuccessful. The Vice Pres1dent - Generat1on Metropolitan Edison directed

the Station Manager to repressurize.. The decision to repreééurize was based

" on a recognition that RCS water and metal ‘temperatures were too high to allow
“pressure to be brought below the interlock for initiating DHR. Without an
effective means to cool down the RCS, this goal of using DHR was unreachable,
1eav1ng h1gh pressure RCP forced circulation as the only viable option. As
pressure was.increased using HPI with the EMOV block va]ve shut, it appeared’
the loops were filling .and the emergency command téam then recommended that an

RCP be started once pressure was stab111zed EVeryone, inc]dding B&W, appeared

to concur on this course of action. (Int. 16, 26,27, 31, 44, 53, 71, 83, 91,
113, 38) . A : |

; f A _ N

. RCS pressure was increased to about 2300 nSig and maintained there by

throttling HPI flow at greater ‘than or equal to 400 gpm. = B&W calculation results,
" now available to the emergency command team,‘indicated this was sufficient flow
for the existing core decay heat. The history of .RCP operations was reviewed

1
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with B&W and it was detefmined that RCP 1A should be bumped. An RCP in A loop
was chosen since it would provide the strongest pressurizer spray and previoué
indications convinced them A loop had Tiquid in it. The decision to initially
bump the pump for 10 seconds was precaut1onary and followed normal pract1ces
utilized in RCS filling and venting procedures. Before the pump could be bumped,
a number of interlocks had to be Bypassed, based largely on the unavailability
of the a.c. lube and 1ift oil pumbs, which had previously lost powef'becauseﬂ

of e1eétrica1 faults on their motor control centers. At 1933 hrs, RCP,TA was
run for 10 secondsi “(Int. 16, 26, 27, 31, 53, 71, 83, 91) )

As the RCP was bumped, RCS pressure and temperature dropped, OTSG pressures’
jncreaéed,' Toop flow and RCP current acted normally. Discussions were held
as to the appropriate delay for restarting the RCP,- a norma1'consideration
relative to motbr overheating, and it was decided to delay 15 minutes and then
run RCP 1A, again. RCS pressure was increased to about 2200 psig and RCP 1A
was started and left running at 1950 hrs. RCS pressure again dropped, but
stabilized at about ]300ApSig; hot and cold leg temperatures converged'and
stabilized at about 340°F; A and B OTSG pressures stabilize at 94 and 50 psig,
respectively; the pressurizer level remained full scale. Stab]e plant condi-
tions; as the emergency command team had defined them earlier, had finally been
reached. (Int. 16, 26, 27, 31, 53, 71, 83)

A SubSequent]y: pressurizer level would be regained and a plant- cooldown on
A OTSG would occur. Activities beyond 2000 hrs on March 28, 1979 are beyond

' the scope of this repoft and, thgrefore, are not covered here. -

A summary of notification and arr1va1 t1mes of selected individuals during
this acc1dent is 1nc1uded on Tab]e I.3-1. \ '
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. TABLE I.3-1

NOTIFICATION AND ARRIVAL TIMES (APPROXIMATE) OF KEY PERSONNEL

, APPROX. TRAVEL .
INDIVIDUAL ' ..~ NOTIFICATION(S) DISTANCE (MILES) ARRIVAL TIME

Station Manager 1 10 0705
‘ (initial ndtificatﬁon; & : '

see Section 3.1

for subsequent

contacts'& actions) -

Unit 2 Superintendent Cosl0 - 50 o 0545
AUnit‘1 ;Qperintendént g 0545 s ;, | - 6645
Mainténance_Superinté;dent , 0515 . . | 'iO. | ' ' 0615
Superintendent - Tech. Support 0410 16 \ 0450
(Unit 2) |
Unit 1 Oéeratﬁons‘SuperQ%sor | 0435 20 | | 0600
Chem{stry/HP Supervisor 0510 s | 6545
Site Manager (&SS$ Vendof)\  0600-0635 I L R 0715

(Conference Ca]])
‘Instrument/Control Engineer' 0600 v 10 4 0630

On-Call Operating Engineer 0501 ‘ 15 - : 0545
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'

3.3 Provision of Technical Suppoft

3.3.1 Onsite Technical Support

7

¥

- Basically four engineering discip]ines-(mechanica],‘e1ectricé1, nuclear
and instrumentation) were represented duriﬁg the event. In addition to the
plant staff, there were two individuals employed by B&W and assigned to the
p1ant staff who weré present in the control room.  The major discipline.
aétiVe1y participating in bberatioha] related matters was instrumentation.
The -instrumentation engineer (Inf. 121, 192) was involved in the. following
areas: ' | ' l
0 Verifying RCS temperatures and pressures by compafing méter indfcations'

_in thebreactor proteétion system (RPS) cabinets for two or more

instrument chénner. He informed the Unit 2 Superinteéndent-Technical
Support that he could see no reason not to believe the instruments. j

0 Deploying personﬁe] and equipmentwto measure hot leg RTD temperatures.
and evaluating the results. He could see no reason not to believe
the ‘instruments and informed the Unit 2 Technical Suberintendent of
this fact. | S

0 Deploying personnel and equipment to meésure incore thermocouple
tempeiature and eva]UatinQ the results. . He informed the Station _
Manager of temperatures greater than 2000°F in the core. it shpu]d,‘
be noted that during the measurement of -the incore thérmocoup]é
temperatures, statements were made by the indiv%dua]s taking ‘the
measurements that they felt the core was uncovered. They stated
that they so informed the instrﬁmentatibn engineer. ’(Int.'181, 183)

o  Evaluating conditions assoctated with RCP intérlocks to allow-a RCP™
‘start. He initially tried unsuccessfully to manually energize the
K-3 relay on an RCP. - He was later involved.in jumpering infer]ocks
to allow a RCP start.’ |
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The Lead Mechanical and E]ectrica1 Engineers (Int. 70) were invo1ved in
notification and commun1cat1on as required by the Emergency Plan. ‘There is
some evidence that the. Lead E]ectr1ca1 Engineer was 1nv01ved in the RCP 1nter1ock
~Jumper. (Int. 193) In addition, the Lead Electrical Eng1neer recommended
that the diesel generators' control switches be p1aced in the maintenance
position and the fuel rack be .reset (Int. 195)

A nuclear eng1neer (Int: 97) was 1nvo1ved in the performance of a shutdown
margin ca]cu]at1on that was performed short]y after the trip. This ca]cu]at1on
showed the reactor shutdown margin to be 8-10%.. Later‘during the event, when
the ShM and IRM showed an anomalous reéponse, he was asked to verify the
calculation. He requested boron samples and performed a calculation based on
‘a boron cqncentratjon of -404.5 PPM: This'ca1tn1ation,showed the reactor was
shut down by ~2.445% Ak. This fact was reported to the Unit -

1 Operations Supervisdrl (Int.. 26)

!

. ! ) : ;

The Lead Nuclear Engineer (Inf. 48) was invo1ved‘in offsite release
calculations as required'by the Emergency Plan. After performing .the above
duties he evaluated the following cond1t1ons and drew the indicated
conc]us1ons

. 0.~ The'SRM and IRM showed anomalous‘indication. There was increased
radiation levels at the detectors causing the SRM and IRM response
and not -a return to criticality.

0 The incore neutron detector responses, as indicated by the backup
recorders, were giving erroneous indications.

/

0 The Thot and Tco]d temperatures. That T was as expegteq. Thot ;

was high. , o~

cold

~ There is no evidence that a staff nuclear engineer evaluated the incore
“thermocouple readings during March 28, 1979.-
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The B&W Site Operations Manager was consulted by ;é]ephpne-(Sequence‘of
Events; Ref. 53) prior to coming on site. During this consultation he
questioned whether the block-valve on the EMOV relief 1ine had been isolated.”
He also participated in the decision to reestablish RCS flow (by the start of -
a reactor coolant pump). At approximately 0745 hrs, the Site Operations
Managef advised the B&w‘cofporate«offices of the event (See Section 3.3.2).
(Int. 53) (The B&W Site Operations Manager reported to the B&W Manager of
Plant Startup Services and as a result of a contractual agreement with
Metropo]itan Edison Company reported to thelstatioh Manager. The B&W Site
0perat1ons Manager received direction from the Metropolitan Edison Company in

the form of written commun1cat1on )

_‘During thélday, the_Site‘Operations Manager was in contact ‘with a B&W
employee offsite who relayed information to and from the cbrpbrate offices.
(See also Section 3.3.2.) During one of these calls a request was made for
radiochemical expertise at the request of the licensee. The personnel requested
did arrive from B& in Lynchburg in the area in the afternoon of March 28,
1979, but they did not enter the plant thgt day. Théy were involved in

organizing mobile laboratory assistance offsite.
The Site Operations Manager participated in the following decisions:
0. To increase pressure to collapse the steam void (he did not believe '
the Th indications and he evidenced.some concern about increasing

the pressure to the point that the safety relief valves would 1ift.)

0 To decrease RCS pressure and "float" the core flood tanks on the

core.

The Site 0perat1ons Manager participated in the evaluation of HPI flow

paths that would have resulted in the low pressur1zer temperatures
The B&W Physics Test Coordinator (Int. 16) was also present in the

control room after approximately 0900 hrs. He evaluated the fo]]owing areas

" with the conclusions as shown:
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0 The SRM and IRM iﬁQication anomé]y. The SRM and IRM anomaly was
| caused by a chgnge in neutron 1éakage sensed by the detectors.
) The high Th indication. The high Th temperature indicated super- _
heated steam in the hot legs and he advised that the steam could not
be condensed by increasing system pressure.

0o Steam generator performance during natural circu1a£ion. The stéam.
generators were not promoting natural circulation.- He recommended
that feedwater levels be increased to increase the steam generator
heat removal capability. C

o} The incoﬁe'thermocoup1é indications. He recommended that the incore
thermocoupies be monitored to indicate core conditions.

0 Indications from the .backup recorders for the incore neutron -

detectors. No information was derived from the backup recorders.

He stated that these recommendations and conclusions were discussed with
the B&W Site Operations Manager.

3.3.2  Babcock and Wilcox

At 0745 hrs, the B&W Site-Operations Manager contacted the B&W Manager of
Plant Startup Services located in the Lynchburg, Virginia, Corporate Offices.
The following information was transmitted (Int. 185) as indicated by notes*

taken in‘the'corporatéNOffices:'

t

0o  There'was a loss of feedwater caused by condensate polisher

isolation valve malfunction.

0 There was a turbine trip.

*These notes contain pre11m1nary 1nformat1on and as a resu]t may not be
entirely -accurate.
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0 There was a reactor. trip on hign pressure. .
0 There was 1njt1atien of high pressure 1njection.
o  The pressurizen went solid.
0 RCS'presaure‘went to appro¥imate1y ZSQOtnsi;

0 The'feactor coolant drain tank rupture disc‘had blown.
) 'There was an indication of fue} fai]ufe.

0 There was a read1ng of 800 R/hr at the dome of " the reactor bldg.

0 There was a'1oss of RCS f]ow_indicatien.

,0  The reactpr coolant pumps had been tr%pped.
0 There was'an,indication of a.primar;-te-secondary leak.

) | Present RCS cenQitions were TcolaE 300°F, presanre: j500 psig.
o The site was in a state of emergency.

1

After this information was regeived, a task force was formed at B&W in
‘Lynchburg. At 0900 hrs a task force information transmittal meeting was held
in a ‘classroom adjacent to the simulator at the B&W Training Centen The
: Manager of Plant Startup Serv1ces presented the 1nformat1on as' received from
the Site Operations Manager ' . '

~Notes- taken during the day indicate the task force placed a high pr10r1ty
on ensuring that the core remained covered and that it was be1ng cooled

1
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adequately. During the meeting three engineers were selected to go to the

site. The personnel were selected on the basis of their knowledge of systems,
analysis capability, experience with similar events at Oconee and Davis-Besse,
and, in some instances, having qualifications for entry onsite. These personnel
arrived in the site area at about 1330 hrs, but they did not gain entrance

until after 2000 hrs, the period covered by this portion of the réport. A

list of data to be requested during the next contact with the site was developed.

An unsuccessful attempt was made to telecopy this request to the site. (Int.
84, 85, 86) ' '

At approximately 1030 hrs, information was obtained from the Unit 2
Operations Supervisor, who was in Lynchburg for simulator training. The
Operations Supervisor had been in contact with the site and via the Unit 1

control room had obtained the following additional information which was given

to the task force:
0 There was a primary-to-secondary leak in the B steam generator.

) There was 60,000 R/hr in the dome of the reactor building. (This was
noted as doubtful).

o There were 104 counts on radiation monitor 748, (200 is background).

) There was 100 mR/hr at the personnel hatch outside the reactor

building.
0 "Todine was high off-scale."
) The plant was in natural circulation cooldown.
o “Incore temperature was 450°F" (computer output).
0 Teold Was 2505F.
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o On and offsite area radiation was negligible.

0 There was water in the control air lines of the condensate polisher
isolation valves, which caused the valves to shut and cause a loss

of feedwater.
o} There was an ESFAS actuation.

0 The makeup pumps were stopped and letdown established (during RCS
high-pressure condition). '

d The EMOV block valve (RC-V2) was shut after the quench tank rupture
disc blew.

() Auxiliary feedwater initiated, but there was no flow to the steam
generators until approximately 12 minutes after the trip. (Later
information indicates 8 min.)

0 The steam generators did not go dry.

0 RCS pressure went as low as 1200 psi; saturation conditions were

possibly reached.
0 The RCS flow decreased by approximately 1/3; RCPs were tripped.

The Unit 2 Operations Supervisor (Int. 34) performed a rough calibration
based on rédiation levels he had been informed of and estimated that 1/8 of
the cladding had failed. Attempts were made by him to duplicate the event on
the simulator based on the information he had obtained but-he was unsuccessful.

At 1145 hrs, a message was relayed to the task froce from the B&W Site

Operations Manager via a B&W employee offsite. The following information was

conveyed:

1-3-22




The RCPs were shut down.

The plant personnel were trying to go solid; there were indications
of steam bubble in B Toop.

Low-Tevel radioactivity was reported in the atmosphere.

The Metropolitan Edison Company had made a public announcement to
the news media.

Radiation teams were performing surveys on and off site.
An NRC team had been sent to the site to investigate.

The primary-to-secondary leak in the B steam generator had been
confirmed by sample analysis. o

The B steam generator was isolated.

Natural circulation was being used to cool down the plant using the
A steam generator.

Suction for HPI was being taken from the BWST.

The pressurizer heaters were shorted out.

The electromatic b]éck valve Was béing used to control pressure.
Present RCS conditions were Tco]d;300°E;‘pressure:Z]OO psig.
There were plans to cool down and depressurize.

There was speculation of fuel leakage but no further information on

radiation levels.
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0 There was some level increase in the reactor building sump.

) Component cooling water and seal injection had been maintained.
0 There was high moisture level in the reactor building.
0 Radiochemical expertise was requested.

At approximately 1200 hrs, the B&W task force was involved in determining
a recommended course of action for cases with and without RCPs. An assignment
-was-also made to a- task force member to determine .the .prerequisites for.starting

a reactor coolant pump.

At approximately 1330 hrs, the following information was relayed from the
site by the B& site Operations Manager to the B&W task force via the B&W

employee offsite:

) RCS pressure was 495 psig on core flood tank float.

0 The Thot was 700°F as measured by a digital voltmeter.

0 The pressurizer was full.

) Pressure was being controlled by the electromatic relief block
valve.

0 The HPI suction was on the BWST in process of switching to the RC
bleed holdup tanks. ‘

0 B steam generator was isolated; the level was approximately 60% of
the operating Tevel.

0 There was minimum cooldown from the A steam generator.

0 The atmospheric dump valves were being used as the heat sink.
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0 The gland sealing steam was lost as the turbine-condenser vacuum was

broken.

0 Emergency feedwater to the A steam generator was being supp]ied_

through the main feedwater nozzles.

0 There was less than 1 mR/hr at the site security fence.
0 Radioactivity was reported in the feedwater system.
0 There was airborne activity in the auxiliary building and control

room (reactor building sump was being pumped to the auxiliary
building sump before it was discovered and isolated).

) Attempts had been made to start RCPs (one in each loop) but drew
only -about 100 amps (no-load current).

0 It was not clear why the RCPs were originally stopped.

0 ‘That the three people originally sent to the site from B&W had

‘arrived in the area.
o The B&W Physics Test Coordinator was on site.

) It was planned to go to decay heat removal system operation as soon

as possible.
o The BWST level was last known at about 37'féet.

0 Arrangements had been made for another call from the Site Operations

Manager.

The following recommendations of the B&W task force were then made to be
relayed to the B&W Site Operations Manager via the B&W employee offsite:
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o Obtain cooldown data. -

0 Ensure accurate RCS temperature before going to decay heat removal

system operation.

o Confirm core outlet temperature by pressurizer temperature since

this is now the flow path.

The information received by the B&W task force regarding the planned
operation to go on the decay heat removal system, and the recommendation to
ensure accurate RCS temperature before going on to DHRS operation tends to
indicate that there was an intent on the part of the Ticensee to go into DHRS
operation. In addition, the recommendation regarding inferring the core
outlet temperature by reading the pressurizer temperature indicates that the
task force had some knowledge about the flow of coolant in the reactor coolant

_system at that time.

At approximately 1400 hrs, the Manager of P]ant'Systems Design (Int. 87)
recommended establishing at least 400 gpm of HPI flow. This value had been
provided by the ECCS Systems Manager based on the decay heat at that time and
included 50% conservatism. This recommendation was relayed to the site in two
ways. The B&W Manager of Project Management (Int. 88) contacted.a vice presiden
for GPU (Int. 90). The message was also communicated to the Unit 1 control room
by the Unit 2 Operations Supervisor for relaying to the Unit 2 Control Room.

At this time, the Manager of Project Management contacted the Manager of
General Engineering at Metropolitan Edison and requested that a direct
communication Tink be established between the Manager of Nuclear Services and
the site.

‘During the time period 1400 hrs to 1600 hrs, additional information was

provided by the Unit 2 Operatiohs Superintendent based on contacts with the

site:
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o The EMOV had stuck open (resulting in the rupture of the reactor
coolant drain tank rupture disc).

) There had been a delay in emergency feedwater because of incorrect
indication (pumps running - valves indicated open but were not).

) The RCPs were stopped because of an indication of cavitation
(indicated drop in RCS flow); condenser offgas alarm first indicated

near the steam generator.

) The 60,000 R/hr reactor building dome reading was bad because of
moisture (pegged high).

0 The best estimate of reactor building radiation level was approxi-
mately 100 R/hr based on 100 mR/hr at the personnel hatch.

0 The reactor building pressure went initially to approximately 2.5
psig and then to approximately 4 psig about 6 hours into the
transient.

Sometime prior to 1600 hrs, the individual assigned the task of making
recommendations regarding the restart of the reactor coolant pump reported to
the Task Force that: '

0 There was a concern about moisture being a problem in starting the
RCPs (motors).

) The electrical circuit couldn't be meggered (checked for faulted
condition). It was suggested that the component cooling water (Int.
closed cooling water) leak alarm (moisture detector) could be
checked. '

0 Up‘to 30 mils vibration could be tolerated for a short period of

time. In addition, a reactor coolant pump associated with the spray

1ine should be chosen for operation if possible.
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) There is a possibility that the reactor coolant pumps were not
connected (sheared drive pin) because no-load amperage should be
approximately 100 amps, which is the indication received on earlier
attempts to restart, if connected; RCP starting current should be
greater than 100 amps. o

At approximately 1600 hrs, it was reported.ffom the B&W Site Operations
Manager to the task force via the B&W employee offsite that:

) It was difficult to establish direct communications with the site.

0 The “bubble" had been collapsed in the "A" Teg -- good indication

from temperatures -and pressures.

) There was normal letdown and pressurizer electromatic isolation

valve pressure control.
o+ There was an attempt to collapse:the bubble- in the B loop.

0 The pressurizer level was 190 inches; pressure: 560 psig; tempera-
ture: 460°F.

() Plans were to get on DHR via the suction from the BWST.

o  The core flood tanks were still "floating." Pressure: 400-500 psig;
temperature: 540°F.

o'  RCP-2A had indications of leakage but unsure.

o The cooldown data was available on the reactimeter tapes.
0 The level in the A steam generator was at 80% of the operating
Tevel. '
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) The Tevel in the B steam generator was at 50% of the operating
level.

The following recommendations were made to the Site Operations Manager
via the B&W employee offsite by the task force during this telephone call:

0 Establish 400 to 500 gpm of HPI flow.
o The minimum recommendations for RCP start:
- 30 mils vibration 1imit.

- HPI injection providing greater than saturated conditions for
the Toop.

- "Good" amperage reading.

- Component cooling water (int, cooling water) flow.
- Normal prerequisites for start.

- No steam flashing at the seals.

During the call, a request from the licensee was relayed to the task
force by the B&W employee offsite concerning what were the considerations for
running an RCP (at least one) in the B loop (decay heat drop Tine side).

At 1640 hrs, information originating in the Unit 2 control room was

received that the Thot
(superheated conditions).

temperature was 550°F and the pressure was 450 psig

In the period from about 1630 hrs to about 1700 hrs, the B&W Manager of
Project Management again emphasized to the GPU Vice President that HPI flow cf
400-500 gpm should be initiated. The GPU Vice President advised that HPI Flow
had been initated.
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At 1745 hrs, the following information was relayed from the Site
Operations Manager via the B&W employee offsite: '

0 A vacuum was being established in the condenser.

) High pressure injection flow was 100 gpm.

0 Reactor pressure increased from 560 to 670 psig.

) The core flood tanks were no longer "floating" on the RCS.
6 There was a bubble in the pressurizer.

) A "bubble" was suspected in the A loop.

o TheT was 520°F and T, . was 530°F.

cold hot

) The A steam generator was at 180 psi, and the level was at 80% of

the operating range.
o The HPI was taking suction from the BWST.

During this call, it was recommended that the HPI be immediately increased,
letdown be terminated, and subcooled conditions be attained in the RCS.

At 1810 hrs, a telephone call was received from a vice president of GPU
indicating that, since 1620 hrs, HPI had been maintained at 400 ppm.

At 1835 hrs; a telephone call was received directly from the Site
Operations Manager in the Unit 2 Control Room. He advised that:

) Cooling was from the A steam generator via the dump valve to the

condenser.
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The A Toop conditions were Tco]d‘ 300°F; Thot' 540 to 550°F.
The RCS was going "solid."

Pressurizer level was stable at a temperature of approximately
500°F.

The pressurizer heater capacity was limited because of shorts.

There were "bubble" indications in the B loop with Tco]d at 200 and

. ) °
Thot was off scale high (>650 f).

RCS pressure was 1800 psig and increasing
HPI flow was 400 gpm.

A steam generator pressure was 50 psig (consistent with a Tco]d of
300°F). | |

A steam generator Tco]d was decreasing with time

The A steam generator Thot was consistent with pressurizer pressure.
There were two incore thermocouple readings higher than 500°F. The -
Seal injection had been maintained since 0700 hrs, and before the
transient. |

The RCPs had good bearing temperatures and seal pressures.

There was no indication that the ESFAS had isolated the seal
injection to the RCPs.
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) There was 100 R/hr in the auxiliary building (reactor building sump

automatically pumped to the auxiliary building sump; secured later).
) There was 100 ﬁR/hr in the plant.

) There was 70 mR/hr outside the gate.

o There was more than 1 mR/hr on State routes near the site.

0 Moisture and high radiation levels were limiting the use of some
equipment.

0 There was an indication of a primary-to-secondary leak from B steam

generator by sampling, but the magnitude of the leak was not known.
) The B steam generator was isolated before 0700 hrs.

0 The electrical buses supplying the oil 1ift pumps needed for RCP

start were lost.

At 1900 hrs, the following information was received during the same

telephone call:

) The T was 560°F.

hot
) The oil 1ift pumps were now running.
At about this time, the B&W staff member assigned the task of making
recommendations regarding the start of an RCP provided the foT1owing

information to the task force:

0 Seal injection was to be maintained at 12 gpm.
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The maximum seal.return flow was to be less than 1,9'gpm.

There should be a supply of nuclear seryice water.

Therg was no alarm on the compohent coolant water (chj 1éak é]arm.
The starting current should be greater than 600 amps.

The yibration 1imit.was 30.mi1s (peak to.peak).

There should be clear motor permissiQe start interlocks.

The seal injection temperature should be less than 150°F.

The seal return temperature should be less than 185°F.

.During this same call it was reported that:

o

]

()

The 2A and 2B RCPs were the pumps used earlier in attempted restart.

The A steém generator pressure was 50 psig, and the level was 80% on

the operating level and decreasing.

The B steam generator was at 70% level.

The recommendation was made to the Site Operations Manager by the task
force that the RCP-1A be g1ven a five-second start ("bump") and then that it
be stopped to let the RCS parameters stabilize.

At 1930 hrs, it was reported to the task force by the Site Operations

Manager that the RCP-1A was given a 10 second "pbump" start/stop by the operators.

In addition, the steam generators were at 200 psi and the A steam generator

steaming rate increased. It was reported that the RTD indications were

consistent with conditions.
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At 1940 hrs, the following information was received during the same

telephone call:

: o o
The A loop Thot was less than 520°F and the Tco]d was 320°F. The A

steam generator pressure was 60 psig, and temperature was 325°F.

The B Toop T, . was 620°F and Teo1d %as 225°F. The B steam generator
pressure was 160 psig and temperature was 390°F.

The RCS pressure was 1850 psig and it had dropped to 1400 psig
RCS flow went to 40%.

The RCP starting current was 1200 amps (normal).

At this time the task force evaluated conditions for a second "bump" of

the RCP or for a start with continued running of the RCP. The recommendation

was made by the task force to the Site Operations Manager to start and run the

1A RCP.

done.

However, the Station Superintendent had already ordered that this be

At 1950 hrs, it was reported by the Site Operations Manager during the

same telephone call that the 1A RCP had started and was running.

At 1955 hrs, it was reported by the Site Operations Manager during the

same telephone call that the plant conditions were as follows:

o

(o)

o

RCP-1A vibration was 18 mils.

Both Toops had Thot

The steam generators were at 100 psi.
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0 The plant was stable.

0 The RCS pressure was 1800 psig.

0 The RCP current was 620 to 580 amps.

0 The RCS flow was 40%.

0 The pressurizer temperature was 500°F.

0 The incore therhocoup]es indicated approximately 400°F.

The Site Operations Manager stated that it was planned to stay on one RCP
and cool down to get DHR in operation, which was expected in a few hours.

In addition, the Site Operations Manager was asked by the Manager of
Plant Startup Services to call when DHR was in operétion or if there were any
other problems or assistance was needed. The Site Operations Manager stated:

no further assistance was needed at this time and the Task Force was adjourned.

3.3.3 Corporate Technical Staff

The licensee Emergency Plan requires that notification be made to Division
Headquarters, in particular, the Metropolitan-Edison Vice President - Generation,
in the event of a Site or General Emergency. Contact with GPU Service
Corporation is implied as required but is not stated explicitly. Notification
is based on the requirements stated in Emergency Procedure 1670.2, Revision 9,
Figure 4, and in Administrative Procedure 1014, Recall or Standby Personnel to
Plant, Revision 3. The Emergency Plan also requires, as needed, Metropolitan
Edison, Division of Engineering support, and Metropolitan Edison, GPU Service
Corporation engineering/technical services. The Emergency Plan is silent on
specific requirements to be provided by the Metropolitan Edison, Division of

Engineering, and GPUSC engineering/ﬁechnica] services.
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The first call to Metropolitan Edison corporate management was between
appoximately 0600 hrs and 0630* hrs. The Metropolitan Edison Vice President -
Generation was called again at 0730 hrs to be informed of the declaration of a
General Emergency but this call was not completed. The Metropolitan Edison
Vice President -~ Generation was told to leave Philadelphia by helicopter and
report to Three Mile Island. He left by heiicopter from Philadelphia at approxi-
mately 1100 hrs, arrived at the TMI Observation Center at about 1140 hrs and
established phone contact with the Station Manager who was located in the
Unit 2 control room, the Emergency Control Center. The Metropolitan Edison
Vice President -Generation had become aware sometime between 0830 hrs and 1100
hrs that a general emergency had been declared. (Int. 91)

Emergency assistance was not requested from the Metropolitan Edison-
headquarters staff for direct assistance to operations for the first 16 hours.
Thé Metropolitan Edison Vice President - Generation, provided consultation,
and through joint agreement with the Site Emergency Director, decisions were
made on operational evaluations dnti] 2000 hrs. (Int. 91)

The Metropolitan Edison Manager of Generation, (Operation) was called at

about 0700 hrs. The call was takenvby Metropolitan Edison Manager of Generation
(Engineering) because the Manager of Generation (Operation) was out of town.
The Manager of Generation (Engineering) was informed that a Site Emergency had
been declared for TMI-2. A second call at approximately 0730 hrs informed the
Manager of Generation (Engineering) that a General Emergency had been declared
(Int. 159)

The involvement -of the Metropolitan Edison engineering corporate staff
was of a standby nature. There was no technical feedback to operational
activities nor were decisions being made by the Metropolitan Edison corporate
staff for transmittal to the TMI-2 control room. The Manager of Generation
(Engineering) was advised that Unit 2 had a loss of feedwater and a turbine
trip followed by a reactor trip and that the levels of a General Emergency had

X
Times may not be in agreement with the time as stated in the referenced

interviews but are based on data acquired from various sources and represents
the most probable hour.
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been reached. The President of Metropolitan Edison was apprised of the
situation at approximately 0755 hrs. Contact with the Station Supérintendent
at approximately 0940 hrs resulted in additional information being given to
the corporate staff. (Int. 159)

The Metropolitan Edison Manager of.Genération (Engineering) and Staff was
contacted by B&W and was advised that three B&W personnel were being sent to
TMI to provide assistance. He was also called by the Metropolitan Edison-Vice
President - Generation at about 1200 hrs and given a status of Unit 2 that was
similar to the information given to him by the Station Manager. Specific data
with regard-to temperature and pressures were not transmitted, but general
evaluations of the plant were transmitted.to the corporate staff. The support
provided by the Metropolitan Edison corporate staff from late afternoon and
into the evening was that of assisfing communications service personnel and
answering calls from the public and the press. (Int. 159)

The General Public Utility Service Corporation (GPUSC) was contacted by
the Metropolitan Edison Manager, Operational Quality Assurance at approxi-
mately 0759 h?s. Contact was made by phone to the Vice President - Generation,
GPU Service Corporation. He was informed that a Site Emergency existéd at TMI
and that TMI-2 had undergone a turbine and reactor trip, the steam generator
appeared to have a primary to secondary Tleak, and.there were increased radiation .
levels in the reactor building. (Int. 90)

The Emergency Plan does not identify specific responsfbi]ities on the
part of GPU Service Corporation, but it is implied that engineering/technical
services would be available as necessary. There are no dedicated communication
1inks between the GPU Service Corporation office and the TMI site.

There was contact with the control room on behalf of B&W to communicate
with the B& Site Manager. Contact was made with the B&W Site Manager and the
Station Manager. This phone contact was made at about 1000-1030 hr. At this
time, the Vice President - Generation, GPU Service Corporation, did not know
that a general emergency had been declared. (Int. 90). Later (about 1145 hrs),

he became aware that there were indications of offsite releases. The GPU
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Service Corporation staff had general information about the status of the
plant, but they did not have specific hard data. The information they had
included the following: turbine trip/reactor trip, instrument air problem,
condensate pump trip, RCP trip, OTSG possible Teak. (Int. 165) This infor-
mation was known and discussed at a meeting held around 0900-1000 hrs at the
GPU Service Corporation headquarters. Notes from a GPU Service Corporation
staff member indicates that at a metting held at 0915 hrs they also were
told that the condensate polisher isolated, there was low reactor coolant
pressUre, there was high pressure injection, the reactor coolant was solid,
reactor coolant at 350°F and containment dome radiation alarmed. The GPU
Service Corporation management decided to dispatch five of their technical
staff to the site to provide assistance related to the information they had

available.

The GPU Serv%ce Corporation engineering group arrived, by automobile, at
the observation center over a period from 1400 to 1730 hrs. They were given a
briefing by the Superintendent - Technical Support at the Observation Center
at approximately 1805 hrs. (Int. 176) The dispatched group did not provide
assistance or make decisions with respect to plant operation during the first
16 hours of the event. One individual of the group did enter the TMI-2 Control
Room at about 1900 hrs to obtain data so that the GPU Service Corporation
group could have specific information to allow an evaluation of the event. He
was in the control room for about four hours.

The GPU Service Corporation management pe}sonne1 that remained at their
Headquarters were involved in the recommendation to increase reactor coolant
makeup flow, take the plant to 2000-2300 psig and to restart a reactor coolant
pump. This was around 1630 hrs. (Int. 90) The decision to recommend this
action was transmitted to the Metropolitan Edison Vice President - Generation.

3.3.4 Burns and Roe (Architect Engineer)

The investigator made contact by telephone with a Burns and Roe (B&R)
site supervisor with respect to his or Burns and Roe's involvement with the
event of March 28, 1979, at TMI-2. He stated that he made contact through a
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representative of Met Ed Quality Control to inform the Unit 2 Superintendent
of B&R willingness to provide assistance if it were deemed necessary. Initial
contact was at about 0730 hrs-at the TMI observation center. B&R was not
requested nor did they provide operational assistance during the first 16
hours of the March 28, 1979, accident at TMI—Z:

3.4 Licensee/NRC Interface

3.4.1 Notification of NRC

A Site Emergency was declared by the Unit 2 shift supervisor at about

0656 hrs. At 0704 hrs, the first call from the site was received by the NRC
Region I answering service. (Ref. 3, 54) The answering service first tried
to reach the Region I Duty Officer at his home, but he had Teft for the Region
I Office. The answering service then tried to signal the Duty Officer's '
beeper, starting at 0720 hrs, but the signal was not received until 0738 hrs,
at which time the Duty Officer had almost reached the Region I Office and he
decided to proceed to the office to answer the call.

Meanwhile, a General Emergency had been declared at 0724 hrs by the
Station Manager. (Ref. 2) The site called the Region I Office regarding the -
General Emergency at 0740 hrs. (Ref. 3) At 0745 hrs, the Region I telephone
operator took over for the answering service and notified the Reactor Operations
and Nuclear Support Branch Chief of the General Emergency. The Region I
Director was informed of the General Emergency about 5 minutes later and

ordered activation of the Regional Emergency Center at about 0800 hrs.

3.4.2  Communications Between NRC and the Licensee

Communications were established between the Region I Incident Response
Center (IRC) and the licensee and between the IRC and the NRC Headquarters
Office of Inspection and Enforcement by 0810 hrs.. (Ref. 4)

By 0839 hrs, a permanent line had been established between the Operations
Center (OC) in NRC headquarters and the Region I IRC, and it remained open for
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the rest of the day (IRACT tapes). The IRC relayed information between OC and
the site. This procedure as well as the time spent in clarifying information
resulted in considerable delay (one example was about 15 minutes) in trans-
mitting information between the 0C and-the site. At 1015 hrs, Unit 2 control
room was evacuated and communications were interrupted until contact could be
made with the Unit 1 control room. Communications gradually improved as the

day progressed.

At about 1030 hrs, contact was established with Region I personnel who
would obtain information and provide it directly to NRC (IRACT tapes). Later
(prior to 0130 hrs), a conference call was established between the HQ OC, the
Region I IRC, and the site. At times (for example about 1100 hrs), communications
were hampered by a high noise level and the necessity of using respirators.
About 1500 hrs, a phone contact was established with the Unit 1 Shift Supervisor's
office, which remained open for the rest of the incident. (TMI phone bill;
Ref. 3 ) '

3.4.3 Impact of NRC on Licensee Actions

Prior to the arrival on site of NRC Region I personnel, the NRC's principal
contacts with the licensee were for the purpose of obtaining information. The
first team of'Region I inspectors arrived on site shortly after 1000 hrs. Two
of them went to the Unit 2 control room (Int. 31, 62), the first arriving in
the control about 1100/1130 hrs. Their main function was to gather information
and relay it to NRC through the direct phone contact that had been established.
They reported that there were around 20 to 25 people in the control room and
that, for the most part, actions taken were calm and deliberate. They dealt
mainly .with.a relatively small group..of people in_the middle_of the control
room. These inspectors spent considerable time getting temperature readings
as these were of considerable interest to NRC. Some were taken from instruments,
but most were obtained directly from the computer, which was manipulated for
this purpose by NRC personnel. They reported that they were asked by licensee
personnel for their ideas and they made comments in response, but no significant
recommendations were made. One inspector recalls the recommendation being
made that the licensee think hard before putting the decay heat removal system
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into operation. At one point an inspector pointed out to the Station Manager
that the steam being released to the atmosphere might be contaminated.

As the day progressed NRC headquarters expressed concern over various
areas. These concerns were made through the inspectors or directly to licensee
representatives. The following examples were derived from the tape recordings
made of phone conversations in the NRC:HQ Operators Center (0C):

0 At 1215 hrs NRC Headquarters requested that Ticensee be asked if
they considered blowing down the primary system, and if they considered
bumping the RCP's. It appeared that this is the first instance of
NRC Headquarters asking questions of a planning nature rathern than
a status nature.

o At 1317 hrs NRC expressed concern that leaving core flood tank
isolation valves open may lead to injecting N2 into vessel. This
concern was reiterated at approximately 9 hrs. 30 min. In both
cases, it was responded to by indicating the licensee's conclusion
that N2 injection was not possible, based on system design and plant
conditions.

0 At 1400 hrs NRC Headquarters expressed their concern that continued
HPI injection would prevent discharge of the core flood tanks, with
‘the result that the system will remain above the DHR interlock for a
long period. O0OC asks how Ticensee is going to get the pressure down
so that DHR can be put into use.

0 At 1559 hrs NRC Headquarters asked the Unit 1 Shift Supervisor
(over the telephone) to communicate the NRC concern that the pres-
surizer level indication did not preclude a bubble in the core, and
that the temperature readings indicating superheat may have been
real and imply that the core was uncovered. They would then need to
find a way to put more water into core and to get the core Tlevel
back up. The question was asked if the Ticensee had talked to B&w,
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because B&W had been trying to get in touch with the licensee and

had the same concern.

At 1615 hrs NRC Headquarters asked if the licensee had considered
blowing the system down, and the supervisor responded that it had
been discussed and rejected. NRC:HQ requested that it be considered
again, stressing this was a request to consider it, not an order to
do so. Approximately 5 minutes later the supervisdr returned stating
the Ticensee thought it was a good idea and decided to do it.

NRC:HQ then relayed their concern about valving out the CFT's before
the blowdown to prevent nitrogen from getting into the vessel.

At 1845 hrs NRC Headquarters asked the inspector onsite if. the licensee
had considered running an RCP. Inspector stated that those prepara-
tions were underway but that they were having trouble with the oil
1ift pumps. NRC:HQ asked if the licensee had-considered that they
might have a gas bubble rather than a steam bubble in the "B" loop.
They were concerned that it could be nitrogen, xenon, or hydrogen.
‘Inspector agreed to pass the concern along. This concern apparently
developed from evidence that only the A leg bubble quenched while
the B loop remained superheated. Shortly thereafter, the inspector
reported back that there was nothing licensee could do-about it.
There was no way to vent that leg, and the only way to seep it out,
whether it be steam or gas, would be to use the pumps.

Evaluation

NRC's initial impact on the licensee was to monopolize the attention of

certain key licensee technical personnel in providing notification and com-

munications.: Licensee personnel involved in maintaining these communications

were faced with difficult problems of nomenclature and spent much of their

time in training NRC personnel on plant systems. As time progressed, the

nature of the communications shifted from training to information request and

transmittal, and finally to information exchange.
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NRC operation inspectors arrived in the Unit 2 Control Room too late to
have an effect on the events that led to the accident. Subsequently, their
time was occupied with gathering information and communicating with the NRC.
The inspectors occasionally made suggestions but it appears their presence had

Tittle impact on the decisions made or actions taken by the licensee.

NRC management began to make recommendations to the licensee after 1200
hrs. These recommendations were directly at three areas; blowdown of the RCS,"
operation of the core flood tanks, and HPI usage. At the time of the blowdown
recommendations, the licensee had already initiated blowdown in an atteﬁpt to
cause Core Flood Tank injection and ultimately to go on the decay heat removal
system. There is no evidence that the suggestions pertaining to the core
flood tanks were followed. Licensee management did finally decide to increase
HPI and repressurize the RCS. It is doubtful the NRC recommendation affected

their decision.
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4.  SIGNIFICANT EVENTS DURING ACCIDENT

4.1 Turbine Trip

4.1.1 Apparent Cause

The cause of the initial trip of the steam generator feed pumps
(FW-P-1A/1B) that initiated the turbine trip followed by a reactor trip has
been attributed by some members of the plant staff to water in the instrument
air system. It has been stated that water ih the instrument air system at the
condensate polishing system will cause the condensate polisher air-operated
effluent valves M12, M22, etc., to go closed (Int. 102, 123). While a turbine
trip is an anticipated operational event that occurs relatively frequently
during the operation of a plant, the investigation studied the possible causes
of the turbine trip to determine if a precise initiating cause could be
determined, thereby eliminating the need for conjecture.

4.1.2 Plant Air Systems

A partial review of the history of the instrument air service air system
was conducted during this investigation. '

A licensee concern as to the capacity of the air system was recognized
early in the construction/preoperational phase of TMI-2. (Problem Report No.
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913; Ref. 18) The solution of the capacity prdb]em was cross-connecting the
station service air system to the instrument air system as a normal mode of
operating the two systems. Discussions with licensee personnel indicate that
there is a change pending that would isolate part of the station service air
system. This change and its status were not pursued for details. The mode of
air supply operation on March 28, 1979, was the cross connected system.

The investigator reviewed Instrument and Control Log Book I, (designated
as "Mercury" Daily Log), which indicates that there was water in the air
system at the condensate polishers on October 19, 1977. While the log called
for attempts to determine the cause, discussions with licensee personnel
knowledgeable of this occurrence indicate that the cause was not determined.
The air lines were cleared of water, and the system functioned correctly.

The investigator noted that reference is made in the I&C Shop Log, May
12, 1978, that condensate polisher air lines were again filled with water, at
a time when operations staff members were working on the condensate polishing
system.

The licensee installed local air dryers at various points in the instru-
ment air system to prevent the accumulation of moisture. In particular, an
air/water separator was installed in the condensate polisher instrument air
Tine in series with two pressure regu]atdrs. This arrangement processed all
air to the condensate valve controls and instruments located on the condensate -
polisher local control panel. This water/air separator utilizes a buoyant
valve plug that rises and allows water to exit the line while keeping the air
above the water. It also contains a fine mesh screen. - Air lines at the
control panel are 1/4 and 3/8 inch diameter copper tubing. Observation of
this separator in its current status shows an accumulation of iron-rust-colored
particles at the screen location of the air/water separator.

4.1.3 Post Accident Testing

The 1icensee has performed tests on the condensate polisher instrument
air system subsequent to March 28, 1979. Discussions with the licensee staff
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working on these tests indicate that, on isolating instrument air from the
condensate system, the condensate outlet valves for each polisher tank go
closed.

Their tests indicated that introduction of water into the air system did
not affect the polisher outlet valves, in that the air-water separator functioned
properly. They proceeded to change the test procedure and they removed the
air/water separator. In that test, on introduction of water, the outlet
valves fluttered and then stabilized open. In all testing cases involving
water, the polisher inlet valves remained open. The testing with water consisted
of allowing about 15-gallons of water to enter, with the air, at the Condensate
polisher control cabinet.

The licensee, during testing, inspected the service station air supply
connected to the condensate system. He found that the check valve (Tag No.
RO-I 51) in the 1 inch station service air line, approximately 115 feet from
condensate resin tank No. 7, was "frozen" open. The shutoff valve in that
line is open when resin transfer is in progress; The open shutoff valve and
open check valve allowed a path for water to enter the station service
air-ihstrument air system on March 28, 1979 (Procedure 2106-2.2, Revision 9;
Ref. ).

The licensee report on their testing and investigation effort has not
been completed.

The actual circumstances described at the time of the trip (Int. 102,
143) indicate that significant amounts of water were found in the station
service and instrument air receivers. The No. 7 condensate polisher was being
"flushed" with water having an exit pressure of 160 psig into the condensate
polisher No. 7 tank. The 160 psig water and the service air, at 80 to 100
psig, were being used simultaneously. Discussion with the auxiliary operator
who was working on the condensate polisher tank No. 7 on March 28, 1979,
revealed that the air was being used to'"fluff" the resin while introducing
high-pressure demineralized water to transfer the resin.
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Discussion and taped interview (Int. 123) indicate that at the announce-
ment of the turbine trip/reactor trip, the condensate poTisher panel indicators
showed condensate polisher isolation, which indicates no condensate flow.

- Condensate flow charts have been reviewed by the investigator and confirm an
abrupt termination of flow (Flow Charts for Condensate Polisher Tanks 1, 2, 3,
4, 5, and 8; as well as Polisher Outflow Chart; Ref. 19).

4.1.3 Pump Interlocks and Wiring Errors

Discussion with a licensee engineer indicates that he also found that the
solenoid switch wiring for the polisher valve controls was not in accordance
with drawings in at least two polisher units. This could affect the status of
the valves on power failure. The details on this aspect are not available at
this time, but should be available in his pending report. He also stated
(Int. 166) that there was a wiring error related to the condensate/condensate
booster pump auto/manual switch such that on a trip of condensate booster pump
CO-P-2A, its paired condensate pump CO-P-1A would trip. This wiring error was
iso]aﬁed to the A pump pair so that the condensate B pump would remain on line
when its paired booster pump tripped.

Once the condensate polishing system fails to allow condensate water to
flow, the condensate booster pumps will trip on low suction pressure and
condensate pump 1A will trip because of the wiring error. Once the booster
pump trips, the main feedwater pumps will trip on low feedwater pump suction
pressure. The Toss of both feedwater pumps trips the turbine.

4.1.4 Evaluation

The tests performed to date do not demonstrate conclusively that condensate
polisher valve closure will not occur with water in the condensate polisher
valve instrument air lines as reported by the interviewed operators.

To validate the initiating cause of the turbine/reactor trip as the
presence of water in the air system producing condensate polisher flow isolation,
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a confirmatory test would be needed. The test performed by the licensee casts
some doubt on the apparent initiating cause, but the investigators consider
the testing performed thus far to be insufficient to be conclusive.

This investigation was not able to identify the specific'initiating cause
which led to the turbine trip on March 28, 1979. The initiating cause is of
interest for reasons stated in Section 4.1.1. However, failing to identify a
specific cause is not a concern in that this plant was designed to sustain a
turbine trip irritiated by a-loss of main feedwater as a routine operational
event. The availability of the condensate system is not critical to the
sequence of events in this accident.

4.2 Closed Emergency Feedwater Block Valves

4.2.1 Seqguence

At approximately 8 minutes after the start of the accident, the operator
found the OTSG level at 10 inches on the startup range. The operator considered
this level to indicate that the 0TSG was "dry." (This level indication is
appropriate for a steam filled OTSG with no liquid phase present.) The operator
verified that the emergency feedwater (EFW) pumps were running and examined
the valve lineup, and found that the EF-V12A and 12B valves were shut. The
position-indicating lights on 12A were obscured by a caution tag hanging from
another valve controller. The position indicating lights for 12B may have
been obscured by operator as he leaned over the panel. (This was due to the
light positions on the panel and the operator's location, not his physical
stature.) The operator drove the valves open, resulting in the dry OTSG being
fed with relatively cool water. (Int. 4, 9) '

It should be noted that on March 23, 1979, an NRR Operator Licensing
Branch (OLB) examiner conducted operator examinations which included the EFW
System. The valves were open on that day based on control room indications.
Moreover, a routine scheduled survei]]aéce test was performed'on_the A and B
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electric-motor-driven emergency feedwater pumps on March 26, 1979 at approxi-
mately 1000 hrs, by the training shift control room operator and auxiliary
operator. Implementation of this surveillance test procedure results in
closure of both the 12A and 12B valves regardless of which pump is being
tested. The procedure calls for reopening of the valves along with ensuring
the proper status of at least three other vé]ves. The procedure for the

- electric-motor-driven emergency feedwater pumps is not sufficiently specific
to provide documentation of valve opening. Instead, the procedural require-
‘ment is in sentence form with one signoff signifying proper positioning of the
valves. The documentation which is retained contains the completed data
sheets, but does not include the check lists which document the appropriate
steps to return the valves to their proper position.

While the surveillance procedure is deficient as to the manner in which
the test is done, and the documentation which is .retained by the licensee, the
control room operator who was on duty in the control room when the March 26,
1979 surveillance was performed stated during interviews that he left the 12A
and 12B valves open at the end of the test (Int. 184) For additional details
see Section 1.3.2 of this report.

4,2.2 Cause

The investigation attempted to ascertain the circumstances under which
these valves were closed. The following possibie reasons were considered:

o The valves were left closed after the Tast surveillance test of the
emergency, feedwater system.

0 The valves were closed by the overt act of an individual.
0 The valves were left closed after maintenance work on the system.
) The valves malfunctioned as a resuit of an improper design change or

plant modification.
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0 The-valves -malfunctioned because they were exposed—-to elevated
temperatures prior to or during the accident.

o . The valves were closed as an operator action prior to or during the
transient.

Review of all these possible causes revealed no reason to believe that
any of them was the specific cause of the closed valves. The findings are
summarized below.

The operators and supervisors responsible for conducting the surveillance
test on March 26, 1979 were interviewed. (Int. 107, 136) Thé operator who
actually manipulated the valves involved stated that he specifically recalled
opening that valve. The investigation found no basis for rejecting his assertion.
If his assertion was incorrect and the valves were left closed after the test,
the investigation found no information to explain how the closed valves would
have gone unnoticed during the 42 hours between the test and the accident.
However, routine panel inspections are not required of the staff by this
licensee. The matter of inspettions of safety related matters is addressed in
Section I-1.3.5 of this report.

The possibility that the valves were closed by an overt act of an
individual was addressed in Section 1.4.6. No information was developed
during this investigation indicating that sabotage was a contributing factor
to the initiation of the accident or to the subsequent response of plant
personnel or equipment to the accident.

The possibility of maintenance work being done on the valves was
addressed in Section 1.6.2. No evidence was found of such maintenance after
both record reviews and interviews.

The possibility that the valves were closed as the result of an improper
response of the valve control circuits to the turbine trip was addressed. A
change was made in the logic circuitry related to the operation of the emergency
feedwater valves (FCR 2329.1; Ref. 9). The change included defeating the
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automatic closure of the emergency valves EF-V12A/B with a low OSTG pressure
signal. This feature had been part of the protective circuitry involved with
the plant response to a steam break accident. If the modification required by
FCR 2329.1 had not been properly performed there would be a possibility of the
valves closing. Since the accident, the licensee has written and performed a
test to determine if the closure demand feature had been removed from the
EP-12VA/B valves (SOP No. R-2-79-31, June 29, 1979; Ref. 12). The results
indicate that the valves did not close when the feedwater latching logic was
introduced, indicating that the changes affecting EF-V12 A/B appear to be
correct. Moreover, the pressure in the 0TSGs during the first 8 minutes did
not reach the initiation point for this control system, even if the change had

not been properly completed.

The possibility that the valves were closed, as a result of temperature
problems as might occure from system backflow was addressed. Information was
obtained that suggests at least one of the valves might have undergone a
thermal transient. This was based on observed discoloration of the valve and
piping. The visual inspection by an investigator confirmed that a plastic
instruction tag on valve EF-V11B, the EFW control valve, was "melted". The
investigation included a review of possible reverse flow paths to the B 0TSG,

a check of maintenance requests, and interviews with mechanical and electrical
maintenance personnel and operations personnel. Burns and Roe Drawing No.

2005, Flow Diagram Feedwater and Condensate, shows the possible flow paths,
from B OTSG. A backflow from inside containment would have to travel through
reactor building penetration R-616B, check valve EF~VI3B to EF-V12B which

would be the most direct path to the EF-V11B valve. An alternative path could
involve the same penetration, EF-V13B, EF-V12B, EF-V32B, and end at the backside
of EF-V11B on to EF-V12B. A third path could include the penetration R-616B,
EF-V13B, EF-V32B, and back up to EF-V11B and/or through EF-V32B. The discolora-
tion of the pipe appears to indicate heating along the pipe from penetration
R-616B to the check valve EF-V13B through EF-V12B to EF-V11B, the most direct

route.

The possibility that oil staining might indicate an overheating of these

valves was addressed. The EF-V12B valve appears to have oil leakage from the
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limitorque operator motor which stained.the valve body and piping. No evidence
of a Work Request for the EF-V12 valve just pri6r to March 28, 1979 was found.
Operations auxiliary operators who performed the EFW surveillance test that
required them to be in the vicinity of the EF-V12B valve were interviewed
regarding the valve oil leak. Five stated they did not recall seeing an oil
stain, while the sixth did not feca]] looking at that valve. They did performed‘
the surveillance over a period from January 3, 1979, to March 3, 1979. Additional
information presented to the investigator indicated that the valve EF-V12B did
not have such an oil stain on March 26, 1979. The investigator did note that

the instruction tag on EF-V11B was deformed and showed signs of being burnt
(brown) on the rear side where it is in contact with the valve housing.

The condition of the EF-V12A valve and piping was inspected and found
sound with no similar condition. On March 28, 1979 both EF-V12A and EF-V12B

were in a closed status.

There was no evidence to cause the investigator to conclude that either
12 valves would be closed because of the condition of EF-V12B or the condition
of the B emergency feedwater piping. A1l information indicates that both
valves opened, when actuated by the control room operator, on March 28, 1979,
at about 0408 hrs. This review did not conclude how the emergency feedwater
pipe became discolored, how the 0il leaked, nor how the tag deformed. The
purpose of this study was to determine if the condition could have been a
reason for the EF-VI12B valve to be in a closed position at 0400 hrs on March 28,
1979. The findings do not indicate a relationship. The possibility of a
correlation to the status of the B OSTG emergency feedwater piping after its
isolation during the accident was not pursued.

The possibility that the valves were closed as an operator éction during
the transient was addressed. The operating staff on duty during the period
when the valves were found closed were interviewed to determine whether these
valves could have been closed as an operator action to prevent an excessive
cooldown rate of the RCS and an attendant pressurizer level drop. The investi-
gators pursued the possibility that the action was initially taken and then
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forgotten by the operator for 8 minutes (Int. 189). No information was obtained
during this interview that would indicate that this operator action took place
during the accident.

The investigation has not been able to establish the specific cause of
the EF-V12A and EF-V12B valves being closed during the initial part of the
transient. The investigators concluded that the design or mechanical mal-
function possibilities reviewed are not probable causes of the valves being
closed. '

4.2.3 Evaluation

The delay in automatic initiation of emergency feedwater for 8 minutes
contributed to an early recovery towards normal values of certain RCS parameters
upon which the operators concentrate. This recovery of key turbine trip/
reactor trip RCS parameters misled the operators into believing that their
actions had been successful in limiting the severity of the transient. This
erroneous belief led them to initiate the routine subsequent operator actions
that were normal for the assumed transient. These actions occupied the operators'
attention and detracted from their opportunity to establish a correct analysis
of the plant conditions.

This investigation did not conclude what the ultimate course of events of
the accident would have been, had emergency feedwater been introduced to the
0TSGs as designed.

Based on interviews conducted with the operating staff, it is concluded
that once the accident was underway and after the valves were open, the
knowledge that the valves were previously shut had no substantive impact on

the actions of the operators during the remainder of the accident.
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4.3 HPI Flow Adjustment

4.3.1 Operator Actions Regarding Adjustment of HPI

The transient which followed a routine Turbine/Reactor Trip at the TMI-2
facility, was described as "severe" by the operations personnel. Normal plant
response to the loss of feedwater transient should result in the following:

0 T,, decrease of 33°F from 582°F to 549°F based on a turbine bypass valve
(MS-V25A, V26A, V25B, V26B) setpoint of 1010 psig.

) Rapid pressurizer level decrease from 220 inches to 55 inches (25 inches
below the pressurizer heater cutoff point of 80 inches), based on a pressurizer
level change of 5 inches/°F change in Tav (33°F Tav change for a 165-inch
change in level). R
o} Reactor pressure decrease from 2200 psig to near the ES setpoint pressure
of 1640 psig, during the RCS cooldown. (ES initiation had occurred at TMI-2
during this type of transient.)

The routine pressure transient resulted in a philosophy of operation
that was formulated to prevent the initiation of ES after each reactor trip.
This philosophy specifically developed following the admission of sodium
hydroxide into the RCS twice following a unit trfp with an ES initiation. A
further consideration was the time and effort that was subsequently required
to clean-up and deborate the RCS after addition of substantial amounts of
sodium hydroxide and borated water (2300 ppm) ihtO'the RCS following ES
initiations. (LER 78-021-03L, April 29, 1979; 78-033-01T, April 23, 1978;
Ref. 134) '

0 The Reactor Trip Procedure (2202-1,1) cdntained steps that required
starting the second or third makeup pump,lbéséd on pressurizer level decrease
to 100 inches or 20 inches, respective]y; supplying suction for the makeup
pumps from the BWST, and injection of borated water to the RCS via the HPI
valves (MU-V-16A, 16B, 16C, and 16D). (Ref. 76) This operating philosophy

I-4-11




required that the makeup pumps and HPI flow be stopped or throttled, as soon

as possible, on indication of the recovery of pressurizer Tevel or RCS pressure
toward normal conditions of 100 inches and 2155 psig, respectively, in order

to 1imit the addition of borated water (2300 ppm) to the RCS.

0 The requirements for returning the makeup system (HPI system if ES has
initiated) to normal required the immediate throttling of the HPI valves and
stopping of one or two makeup pumps. If an ES had been initiated, the operator
quickly blocked and bypassed the ES signal to allow manual control of the HPI
valves (MU-V16 A, 16B, 16C, or 16D as appropriate) and the control of the
makeup pumps. : |

Evaluation

It must be noted that the reactor trip procedure does nof recognize the
initiation of ES following an analyzed plant transient. Furthermore, the
automatic initiation of the ES was recognized by procedure only in the Tloss of
reactor coolant/reactor coolant system pressure and steam line break accidents.
The procedure stated that the automatic initiation of ES was indicative of a
large break, one beyond the capability of the makeup system. For further
details see Section 2.6 of this report.

Based on the operating philosophy developed to cope with the associated
severe RCS parameter transients, the operators have bypassed the ES signal
(within seconds), when the RCS pressure was continuing to decrease and had not
recovered above 1640 psig as indicated in the loss of RC/RCS pressure procedure.
Additionally, the operators have limited (throttled) the injection of borated

“water into the RCS, based on the recovery of the pressurizer level.
Additionally, the operators were very sensitive to taking the pressurizer
"water solid." This sensitivity was developed through the formal trainiiig

program.

Operating Procedure 2104-1.2, Makeup and Purification, Step 2.2.1, states

that a MUP should not be run with the RCS (Pressurizer) in a water solid
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condition. Operating Procedure 2103-1;3, Pressure Operation, Step 2.1.8,
states that the pressurizer will not be taken to solid conditions except -as
required for system hydrostatic tests.

Technical Specification 3.4.4 requires that the pressuriier level be
“maintained between 85 and 380 inches in Modes 1, 2, and 3.

Interviews with the operating and training personnel (See Section 2.15)
indicated that the operators would respond specifically to the pressurizer
level in almost any circumstances, because they were trained to believe that
water in the pressurizer indicated water over the reactor core. (Int. 5, 17,
38, 2, 14, 37, 3, 15)

On the morning of March 28, 1979, the operators responded-as previously
during plant trips; after starting the second makeup pump and receiving an ES
actuation, they noted the pressurizer level increasing from 155 inches and
quickly bypassed the ES signal in order to throttle the HPI valves (MU-V16A,
16B, 16C, and 16D) and stop the additional makeup pump. The HPI flow was
essentially stopped within 4.5 minutes following the reactor trip in response
to the increasing pressurizer level to the near-full-scale condition, but not
to the continuing Tow RCS pressure (below the ES setpoint of 1640 psig).

As noted in this report (Section 2.5), the operators had throttled the
makeup pump flow/HPI flow to a minimum within 4.5 minutes after the reactor
trip and were down to the one pump (MU-P1A). Additionally the letdown system
was also utilized in an attempt to recover and maintain normal pressurizer
level between 0403 hrs and 0407 hrs.

The interviews revealed that the makeup pump flow and letdown flow were
operated in a normal manner between 0410 hrs and 0533 hrs when the HPI flow
was increased manually to approximately 300 gpm. Moreover, Eecords review
revealed that the borated water deiivered from the BWST to the RCS between
0400|hrs and 0730 hrs was 15,000 gallons or approximately 70 gpm average with
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the major portion of the injection occurring from 0402 hrs to 0405 hrs, and
0533 hrs to 0730 hrs. During the majority of this 3 1/2 hour period, the
average net addition to the RCS was 25 gpm. '

4.3.2 Analysis

4.3.2.1 HPI Pump History

The. status of all three makeup pumps was established by the investigation
for the entire time of the incident using information from the alarm printer,
operator logs and operator interviews. Graphs of the status of the three
pumps are shown on Figure I.4-1. These graphs show three pump states: off,
on,land the high pressure coolant injection (HPI) condition. During HPI, two
pumps are on and the throttling valves for the pumps automatically go to full
open, at which position each pump puts at least 500 gpm into the RCS. When a
pump is on, but HPI is not actuated, the flow can be throttled back by the
operators. According to operator statements (Int. 15) the minimum f1ow that
can be adequately controlled is about 100 gpm per pump. Table I.4-1 lists the
specific on and off times for each makeup pump.

At least one makeup pump was runnihg during the entire time of the incident,
with the exception of a 5-minute period starting at 0817 hrs. Until 0800 hrs,
MUP-1A was the pump selected. However, after two unsuccessful attempts to
start this pump at 0818 hrs, it was taken out of service. MUP-1B was then
selected and started at 0822 hrs, after which it continued to run during the
remainder of the incident. MUP-1C was used from time to time throughout the

accident to supplement the selected A or B pump.
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Elapsed Time

0

41 seconds
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4 minutes,
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10 minutes,
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3:20
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Off
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. TABLE I.4-1

HPT PUMP HISTORY

Pump Status

MUP B MUP C

On Off

Off On

- off

- 0ff

Source of Information

Interviews (GPU 1, 20;
Int. 15)

Alarm Printer

Interviews (GPU 1, 20;

Int. 15)

Alarm Printer
Interviews (GPU, 20)

Alarm Printer
Interviews (Int. 15)
Alarm Printer
Alarm Printer

Alarm Printer

Alarm Printer

Alarm Printer

Comment

MUP B acting as normal makeup
pump

MUP-1A started by operator;
MU-V16B opened to increase
flow.

ES initiation; control valves

. full open.

MUP A throttled.

MUP TA stopped, restarted
and stopped within 4 seconds.

ES initijated by operator;
valves full open.

ES reset.

ES on high reactor building
pressure; valves full open.

ES defeated.
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TABLE I.4-1 (Continued)
HPI PUMP HISTORY

Pump Status

Elapsed Time MUP A MUP B MUP C Source of Information Comment

4:17 off - Off Alarm Printer No pumps running.

4:18 - - - Alarm Printer After two unsuccessful start
{(Int. 15) attempts, MUP-1A pulled to

lock; remains off for rest
of incident.
Interviews

4:22 - On - Alarm Printer MUP-1B remains on for rest
of incident.
Interviews
4:27 - - On Alarm Printer
9: 04 - - off Alarm Printer
9:50 - g - On Alarm Printer ES on high reactor building
pressure; valves full open.
9:5] - - off Alarm Printer MUP-1C was on 1 minute.
10:32 - - On Alarm Printer
10:36 - - off Alarm Printer MUP-1C was on 4 minutes.
11:19 - - On Alarm. Printer MUP-1C was on 9 minutes.
11:28 Off Alarm Printer

11:33 - - On Alarm Printer







Elapsed Time
11:36

13:23
14:41

14:43

BLL-p-1

15:33

15:39
15:49
15: 56

MUP A

TABLE I.4-1 (Continued)

HPI PUMP HISTORY

Pump Status

MUP B MUP C

- Off

- Off

- Off

- Off

Source of Information

Alarm Printer
Alarm Printer

Operating Logs

Alarm Printer

Operating Logs

Alarm Printer
Alarm Printer

Alarm Printer

Comment

MUP-1C was on 3 minutes.

MU-V16C throttled to 105
or 120 gpm.

MUP-1C started by operation;
ES initiation at this time
was immediately bypassed.

MUP C was on 6 minutes.

MUP-1C was on 7 minutes;
reamined off for rest of
incident; MUP-1B still
running.



4.3.2.2 Effective Flow Rates to the RCS

Instantaneous makeup flows are recorded hourly by the Computer Log Typer.
These are listed in Table 1.4-2 for the period of the incident. They varied
from 8 to 128 gpm, but averaged about 80 gpm during the incident. These are the
flows through the 17 valves used for normal makeup. They do not include the RC
pump seal water injection, which totals about 32 gpm, or the HPI flow through
the 16 valves, which is known accurately only immediately after ES actuation,
since these valves can be throttled once ES is reset:

The net makeup from the borated water storage tank (BWST), generally injected
through the 16 valves, could be derived for various time periods from the known
changes in the BWST levels. Table 1.4~3 lists the average flow rates for various
time periods and the data and data sources, used to derive them. These rates
and the total quantities of BWST water expended during each period are plotted
on Figure I1.4-2. These rates, the makeup pump status discussed and pressurizer
or core flood tank volume changes, were used to develop net addition flow rates
to the primary system. These can be divided into five main time periods for
convenience of discussion:
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TABLE I.4-2 MAKEUP FLOW THROUGH THE MU-V17
VALVES AND RCP PUMP SEALS (GPM)

Elapsed MU-V17 Valve o Pump Seal Total

Time (Hours) Flows Flow . .
0 16 32 48
1 118 32 150
2 97 32 . 129
3 125 32 157
4 8 32 40
5 58 : 32 90
6 52 32 84
7 49 32 81
8 49 32 81
9 97 32 129
10 113 32 145
11 95 32 127
12 116 32 148
13 128 32 160
14 43 32 75
15 72 32 104
16 95 32 127
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TABLE I.4-3

AVERAGE MAKEUP FLOWS
BASED ON BWST LEVELS

“Elapsed Total Used in Avg Source
Time Level Used Period - Flow in of
Hours:Minutes (ft) (gal) (gal) Period (gpm) Information
3:30 53.04 15,000 15,000 70 Alarm Printer
6:55 37 147,000 132,000 640 RI Incident Response
Center
9:15 31 197,000 50,000 360 RI Incident Response
Center
13:20 26.5 234,000 37,000 150 RI Incident Response
Center
14:47 22 271,000 37,000 430 Operator Logs

I-4-20




Le-v-1

BWST LEVEL DURING
ACCIDENT (FEET)

AVERAGE RATE OF DISCHARGE
FROM BWST (GPM) OVER TIME INTERVAL

60<‘|;-

40

20

600

400

200

< ¢———15, 000 ———>

APPROXIMATE VOLUME (GALLONS)

INJECTED FROM BWST

ELAPSED TIME AFTER TURBINE TRIP (HOURS)

FIGI.4-2

— : OVER TIME INTERVAL
O]
®
132,000 ——> ®
- ~—50,000—> ©
|~<¢————37,000 ——| 37,000
|
~640 GPM

—

~460 GPM
B ~360 GPM

~150 GPM
~70 GPM
| ] | ] I | I N

0 2 4 6 8 10 12 14 16



The first 3 1/2 hours of generally very low flow, (
The following 3 1/2 hours of high flow rates,

A 2-hour period of moderate flow rate,

An interim 4-hour period of low flow rates,

The final repressurization.

These periods are detailed below:

Only 15,000 gallons of water were injected into the reactor from the BWST
during the first 3 1/2 hours, approximately 2/3 of it during two HPI actuations.
As indicated in Section 4.3.1, the overall average flow for this period was 70
gpm. However, during most of this time the flow was much less. During the
first minute of the accident, the operators started MUP-1A and opened MU-V-16B.
This was followed by ES initiation at 2 minutes, which was throttled back at
4 minutes (Int. 61, 15). Thus, the net flow during the first 4 minutes was
about 3000 gallons. At 0720 hrs, ES was initiated and maintained for 7 minutes,
resulting in a flow rate of 1,000 gpm for a total injection of 7,000 gallons.
The remaining 5,000 gallons injected during the period from 0404 hrs until
0720 hrs, when ES was not actuated, results in an average net flow rate of
about 25 gpm for that period. '

The BWST level at 1055 hrs shows a total expenditure between 0730 hrs and
1055 hrs of 132,000 gallons. This volume and time period can be adjusted for
the known or maximum flows identified below.

0 From 0727 hrs to 0756 hrs, one pump (MUP-1A) was running, which limited
the flow to 500 gpm. In addition, between 0730 hrs and 0740 hrs, there was a
3600-gallons increase in indicated pressurizer water volume. This occurred
during a period of stable pressure and decreasing cold Teg temperatures with
the EMOV closed. (Plant Strip Charts and Multipoint Recorder; Ref. 13. Also
see discussion of EMOV status in Section 4.8) Thus, the flow during this
period is estimated to be between 360 and 500 gpm. \
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) ES was initiated at 0800 hrs, resulting in a 1000-gpm flow until 0804
hrs, when ESF was defeated. Both pumps continued to run until 0817 hrs, but
it is not known whether or not the flows were throttled. (Alarm Printer; Ref.
14)

0 There was no flow for 5 minutes from 0817 hrs until 0822 hrs, as all of
the makeup pumps were off. (Alarm Printer; Ref. 14)

NOTE: MUP-1B was turned on at 0822 hrs and MUP-1C was turned on
5 minutes later. Both pumps continued to run until 1304 hrs when
MUP-1C was shut off.

These adjustments result-in a minimum net average flow rate during
two-pump operation of 680 gpm for the period between 0730 hrs and 1055 hrs.

(4) Between 1055 hrs and 1315 hrs, 55,000 gallons of BWST water were
expended for an average flow rate of about 360 gpm during this period. At the
end of this period, the RCS was depressurized in order to inject the core
flood tanks, and a partial injection was achieved. The available data on core
flood tank levels is not sufficiently consistent to be used to estéb]ish the
amount of water injected by this means. However, a core flood tank pressure
measured some time after the incident (Int. 174) was reported to be about
400 psi. The normal CFT gas volume is 370 cubic foot. (Core Flood System
Description, Index No. 2813; and Technical Specifications; Ref. 15) The
volume injected by both tanks, aséuming isothermal gas expansion from 600 psi,
is about 2,670 gallons.

(5) During the 4-hour period between 1315 hrs and 1720 hrs, 37,000
gallons of BWST water were expended, for an average net flow rate of 150 gpm
from the BWST. MUP-1C was used intermittently for a total of 17 minutes,
including a 1-minute ES actuation at 1350 hrs.

(6) Following the decision to repressurize the RCS, the flow rates were
again increased. MUP-1C was turned on at 1723 hrs (MUP-1B was already on) and

I-4-23




run continuously until 1841 hrs. The BWST level drops during this period
showed a total of 37,000 gallons injected. Based on the period of a two-pump
operation, this results in an average injection rate of about 470 gpm. No
BWST levels were recorded after 1841 hrs.

4.4 Shutdown of the Reactor Coolant Pumps

During normal operation at full power (97% on 0400 hrs on March 28,
1979), all four reactor coolant pumps (RC-P1A, P-2A, P-1B, and P-2B) were
operating and following the routine loss of feedwater turbine/reactor trip at
0400 hrs. The pumps continued to operate until manually tripped at 0514 hrs
(P1B and P2B) and 0541 hrs (P1A and P2A) by the operators.

Subsequent to the unit turbine/reactor trip, resulting in the normal RCS
pressure increase (2250 to 2435 psig), and the apparent opening of the EMOV
(RC-R2) and the subsequent failure to reclose resulted in the continuing Toss
of mass from the RCS.

Records review and personnel interviews revealed that conditions of
decreasing coolant flow, increasing reactor coolant pump vibration, and pump
motor vibration increases began almost immediately following the reactor trip
at 0400 hrs. |

At apprbximate]y 0406 hrs, the RCS conditions were at saturation
temperature and pressure conditions (585°F and 1050 psig) and within 15 minutes
the RCS pressure also dropped below 1200 psig again and remained below 1200
psig until about 0605 hrs. The existence of saturation conditions and the RCS
‘pressure below 1200 psig requires, by procedures, the tripping of the reactor
coolant pumps.

The RCS flow began to decrease steadily following the reactor trip at

0400 hrs and had decreased to approximately 65 million pounds per hour by 0420
hrs as the RCS pressure decreased to less than 1100 psig.
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The normal operating procedure (2103-1.4, Revision A, April 18, 1978,
Reactor Coolant Pump Operation, Step 2.1.1.1) specifically addresses RCS
system pressure requirements that must be maintained for required RCP
operation. (Ref. 91) The heatup/cooldown curve addresses the RCS pressure-

temperature 1imits for reactor coolant pump operations.

NOTE: The RCS pressure-temperature limits for fuel pin compression - -
considerations are more conservative than the 1imits for RCP operation.

The minimum pressure-temperature 1imits for continued RCP operation were
not met.

The Emergency Operating Procedure (2202-1.3, Revision E, May 12, 1978,
Loss of RC/RCS Pressure, Step A.3.2.7), requires the operator to trip the RCPs
before RCS pressure decreases below pump NPSH conditions (as indicated by the
- heatup/cooldown curve). (Ref.-87) Step B.2.2.4 of that procedure requires
that the operator trip the reactor coolant pumps before reaching 1200 psig
decreasing. |

Unit 2 Abnormal Procedure 2203*1.4, RCP. and Motor Emergencies, Revision 3,
addresses pump and motor vibration. This procedure categorizes the Allis-
Chalmers motor installed vibraswitch as an alarm and as a symptom related to a
dropped impeller. The alarm was recorded at 0654 hrs on the Computer Utility |
Typer. This procedure also addresses shaft vibration sensed by the vibration
sensors (IRD). The procedure allows for the operation of one pump per loop
for the first four hours at a vibration level greater than 30 mils and greater
than 26 mils for one or two pumps per loop with no required automatic action.
The procedure also requires the resetting of the IRD vibration alarm and, if
vibration alarms immediately reoccur, reactor power must be reduced and the
affected RCP tribped per normal procedure. This procedure addresses pump
vibration as a symptom of seal failure. A vibration level is not specified
and no automatic action occurs. The indication for action is based on seal

~cavity pressure exceeding 2500 psig. The action criteria related to vibration
includes a bleed off flow and seal leak off flow exceeding 3 gpm which was not
evident from records for March 28, 1979.
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A second procedure, Operating Procedure 2101-1.1, Nuclear Plant Limits
and Precautions, Revision 4, addresses shaft vibration. The procedure requires
that B&W engineering be notified when RCP vibration at the pump coupling
(shaft vibration) reaches 15 mils peak to peak amplitude. The procedure

allows a shaft vibration of 20 mils for a period not to exceed four hours.

Operating Procedure 2103-1.4 requires the contacting of the pump manu-
facturer if the RCP vibration at the pump coupling reaches 15 mils peak
amplitude. This procedure allows shaft vibration of 20 mils for a period of
4 hours on initial start. The procedure requires a RCP trip if the motor
stand vibration exceeds 3 mils. The motor stand vibration is noted on control
room panel 10 as Motor Brg. "x" and "y". This procedure requires the tripping
of RCP if shaft vibration exceeds 20 mils for the first four hours and must be
tripped if shaft vibration exceeds 30 mils under any condition. '

The pump vibration IRD values are read and recorded by the control room
operator as a routine parameter. The vibration indicated values are not

recorded through any automatic printout.

From the results of reviewing Abnormal Procedure 2203-1.4, Operating
Procedure 2101-1.1 and Operating Procedure 2103-1.4 it is evident that the
procedures have disagreements as to vibration 1imits and actions to be taken.
This is mentioned as an item to be resolved and is left for appropriate

licensee action.
Evaluation

Based on the records review of the RCS/temperature re]afionships and
discussions with licensee personnel, the low pressure RCP trip criteria was
exceeded early in the event. Also, the discussion indicated that the pump
vibration indicators had increased to their full scale indicating condition.
Section 2.5 of Details I describes an item being considered as a possible item

of noncompliance related to the failure to follow procedure and trip the RCPs.
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,4'5 Attempted and Successful Restarts of the Reactor Coolant Pumps

Following the stopping of the RCPs at 0514 hrs and 0541 hrs, there were
doubts that adequate natural circulation was occurring. It was decided that
forced cooling must be provided to the reactor. Reactor coolant pump operation
occurr$d twice in the morning (0654 hrs and 0808 hrs) and twice in the evening
(1933 hrs and 1950 hrs).

The first restart of a reactor coolant pump was attempted following the
closing of the RCS EMOV (RC-R2) at 0612 hrs. The RCS pressure was increasing
from a minimum of 660 psig-és a result of HPI flow (increased at approximately
0533 hrs) into the RCS. The attempt to restart the RCP commenced at about
0630 hrs and included jumpering the starting interlocks for the pumps, to
allow pump start. The specific conditions which prevented the RCP start
capability was not determined.

After attempting to start sequentially RCP-1A, RCP-2A, and RCP-1B, RCP-2B
finally started at 0654 hrs and was operated until 0713 hrs in an attempt to
supply cooling to the reactor core.

The reactor coolant pump (RCP-2B) starting current returned to about
100 amps after. approximately 6 seconds, and the.reactor coolant flow in the B
-loop increased (spiked) to approximately 10 million pounds per hour and
decreased quickly to minimum. It was concluded that the pump was not operating
properly, was vapor bound and RCP-2B pump was stopped after 19 minutes at 0713
hrs.

The second attempt to run a reactor coolant pump occurred at 0808 hrs,
and the pump was left on for only 37 seconds, after the pump conditions
indicated unsatisfactory pump performance again, including no flow and no pump
motor current above about 100 amps. It was concluded that the pump was vapor
bound (Int. 121, 192). .

The third attempt to run a reactor coolant pump occurred at 1933 hrs.
The system pressure had been increased via the HPI pumps to about 2300 psig at
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1930 hrs. The decision to repressurize was apparently made at approximately
1730 hrs. The decision was made to bump the RCP for 10 seconds to sweep any
steam/gas from the pump and ensure that the pump would operate normally. The
RCP-1A pump was started for 10 seconds and indicated normal starting current

and the Toop flow increased to about 30 million pounds per hour.
RCP-1A was restarted at 1950 hrs, following the normal waiting period
after starts, and the RCS was returned to stable conditions at approximately

1000 psig and 280°F with the one pump operating.

4.6 Closing of the Core Flood Tank Isolation Valves

During the first two hours of the accident, the RCS pressure decreased
from the initial value of 2200 psig (normal operating condition) to approxi-
mately 660 psig prior to closing the EMOV (RC-R2) at 0618 hrs.

The interviews of operations personnel revealed that the core flood tank
valves (CF-V1A and V1B) were closed by operator actions at approximately 0600
hrs to prevent the addition of additional borated water to the RCS when the
RCS was believed to be in the solid water condition, as indicated by the
nearly full pressurizer (level indicated at or near 400 inches). (Int. 95,
196, 109)

The specific requirements and steps required to close the valves included
unlocking and closing the valve motor operator electrical breakers at the
motor control centers (2-11EB: CF-V1A and 2-21EB: CF-V1B) and closing the
valves remotely (electrically from the control room). (Int. 95, 1%6, 109).

The interviews did not determine the specific time the core flood tank
valves (CF-V1A and V1B) were reopened, but it was apparent that the valves
were opened prior to depressurization of the RCS at approximately 1300 hrs
resuiting in the discharge of some amount of core flood tank (CF-T1A and T1B)
water into the reactor vessel. The discharge of water into the RCS from the
CFTs was confirmed through interviews and computer alarms. (Int. 57, 111,
184, 119) ' |
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Operating Procedure 3102-1.1, Unit Heatup, Steps 4.38, Mode 4 to Mode 3
checklist (Appendix C) and Step 4.41, places the core flood system into operation.
This is done by Procedure 2104-1.1, Core Flood, at RCS pressure of 750 psig
and puts the core flood tanks into an OPERABLE status. Operating Procedure
2102-3.2, Unit Cooldown, Steps 4.16 and 4.17, remove the core flood tanks from
the OPERABLE status condition between 750 psig and 700 psig, decreasing.

Evaluation

The Operating Procedures referenced above, 3102-1.1 and 2102-3.2 address
the isolation (and unisolation) of the core flood tanks during normal plant
evolutions of heat-up and cooldown. These procedural requirements indicate
that the core flood tank isolation valves would be maintained in the open
positions in Modes 1, 2, and 3.

Technical Specification 3.5.1, action statement b, indicates that with
any core flood tank inoperable due to the isolation valve being closed, the
plant shall be in HOT SHUTDOWN (280°F > Tan > 200°F) within the next 12
hours. The normal cooldown procedures would appear to contain this required
condition even though the procedure would allow the plant to be maintained at
800 psig or less and higher than 280°F for an indefinite period of time.

Emergency Procedure 2202-1.3, Loss of Reactor Coolant/Reactor Coolant
Pressure, Section B, Step 3.1, requires that the verification that all ESF
equipment is in its ESF position, by observing that all equipment status
lights indicate as shown in a table in the procedure; including verification
that the core flood valves (CF-VIA and VIB) are open following the automatic
initiation of ESAS.

Technical Specification 6.8.1.a requires that written procedures shall be
implemented covering the activities referenced as the applicable procedures
recommended in Appendix "A" of Regulatory Guide 1.33, November 1972, which
cover procedures for combating emergencies such as "LOSS OF COOLANT".
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The closing of the core flood tank valves (CF-VIA and VIB), during the
accident on March 28, 1979, contrary to the Emergency Procedure 2202-1.3,
Section B, Step 3.1, Table B-1, is under consideration as a potential item of
noncompliance pursuant to Technicial Specification 6.8.1.a.

4.7 Use of Core Flood Tanks

At approximately 7 hours and 30 minutes after the start of the accident,
the decision was made to depressurize the RCS so that the core flood tanks
would be available to discharge their contents if the vessel required large
quantities of water. Once having done so, further steps would then be taken
to enable the staff to put the decay heat removal system into service.
(Further detail is available in Section 3.2)

The RCS depressurization took approximately one hour, the RCS pressure
reaching 600 psig at 1241 hrs. )

Starting at about 1212 hrs and lasting for the next several hours,
multiple level alarms were received on the A core flood tank. No such alarms
were received on the B core flood tank. The investigation has concluded that
these alarms are probably erroneous since the nitrogen pressure on both tanks
was reported to have decreased to approximately 400 psig. This would imply a

level decrease well below the alarms that were indicated.

This condition of the core flood tanks "floating" on the RCS remained in
effect until approximately 13-1/2 hours when the Station Manager was directed
to take the plant solid. The plant staff has stated that, at that time, they
believed the behavior of the core flood tanks demonstrated that the core was
covered with water. The presence of the loop seals in the piping from the
core flood tank to the reactor vessel precludes the tank level change behavior
from assuring that the core was covered at that time. This is discussed
further in Section 4.8 of this report.
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Evaluation

It is not possible for the investigation team to assess the direct impact
of the use of the core flood tanks, as they were used during this accident, on
the outcome of the accident. To do so would require treatment of the
following areas:

0 Analysis of the vessel water levels during the low-pressure
period from approximately 8 hours to 14 hours after the start
of the accident and subsequent analysis of the core thermal
behavior under those conditions.

) Analysis of the extent of venting of noncondensible gases from
the RCS during the low-pressure period and the subsequent
impact that venting had on the ability of the staff to
apparently refill the A RCS loop and successfully operate
reactor coolant pump PIA. ‘

The analysis of these matters is beyond the scope of this investigation.

Consequently, no conclusions have been drawn in this area.

4.8 Reactor Vessel Level Indication

Plant operators attempted to use pressurizer level indication, early in
the accident sequence, and core flood tank level indication, approximately
half way through the accident sequence, to infer reactor vessel water level
conditions. The operators knew the pressurizer and both core flood tanks were
positioned well above the core. They assumed the core had to be covered with
water; if a water level existed in the pressurizer, regardless of system
pressure, or in both core flood tanks, at a system pressure below the nominal
600 psig cover gas pressure. The operators failed to recognize that the
existence of saturated, even superheated conditions within the RCS, coupled
with the actual piping configuration from these vessels to the RCS, allowed
loop seaTs to form. The loop seals for the pressurizer, core flood tank 1A
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and core flood tank 1B are about 11feet 5 inches, 14 feet 4 inches, and 17
feet 10 inches; respectively. Once loop seals formed, RCS pressure needed
only to exceed the pressurizer vapor space pressure by about 13 psi and the
core flood tank cover gas ﬁressure by about 8 psi to force both water levels
to full scale, even with the RCS completely voided.

Admittedly, the RCS should not normally experience saturated or superheated
conditions and, without those conditions, the piping configuration would not

have mattered.

4.9 Sump Pump Operation

4.9.1 Sequence

There are two -reactor building sump pumps, WLD-P2A and WLD-P2B, each
having a design pumping capacity of 140 gpm. The A pump started at 0408 hrs.
and the B pump started at 0411 hrs as indicated on the Alarm Printer. Both
pumps continued to operate until they were shut-off by the operators at 0438
hrs. The amount of water transferred by these pumps totaled about 8000 gpm
based on the 140-gpm per pump capacity. (Int. 5, 15) ‘

This sump water was a mixture of reactor coolant drain tank (RCDT) quench
water -and- primary coolant vented through the RCDT relief valve until 15 minutes
into the event. This valve has a water relieving capacity of 2270 gpm. (Ref.
137; Section 5.5.11.3) The RCDT pressure reached the relief level about 4
minutes before the A pump started. This pump starts at a sump level of 32
inches at which point the sump contains less than 1,000 gallons of water. The
second pump comes on at a level of about 44 inches. The flow to the sump was
through the rupture disc after it opened at 15 minutes into the event.

4.9.2 Discharge Point

The destination of this water had not been definitely established. The
sump tank discharge is normally aligned to the miscellaneous waste holdup tank
WDL-T-2. . However, the tank level records do not show any level change in this
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tank. An alternative discharge point is the auxiliary building sump tank,
which has a 3,200-gallon capacity and was already 3/4 full at this time. This
subject is addressed in greater detail in Details II of this report.

Eva]dation-

It is of interest to note that, during the ten-day period. prior to the
accident, sump pump operation would occur between 2 and 6 times per day, each
operation discharging approximately 200 gallons of water. The average for
this period was 4.1 transfer operations per day, or approximately 800 gallons
per day. The starting of a sump pump would not key the operators to a problem -
only its continued operation and the start of the second pump.

During the review of the sump pump operation history for the 10-day
period, no trend was noted that would suggest a steadily increasing rate of

water accumulation in those sumps.

4.10 Electromatic Relief Valve Failure

- 4.10.1 History

The EMOV is described in Section 1.6.2.2, which provides a selected
maintenance history on tﬁat valve immediately prior to March 28, 1979. The
section also presents the history of the valve believed to be installed on the
TMI-2 pressurizer.

The calibration data (TMI-2 Instrument Calibration Data Sheet, Instrument
No. RC3-858) performed on September 24, 1978, shows the valve setpoint values
to be 2255 psig high and 2205 psig low (Ref. 16). During the March 28, 1979
event, the high reactor pressure exceeded the high setpoint of 2255 psig in
less than 6 seconds after the turbine trip. The EMOV then did not reset when
the RCS pressure was below the Tow pressure setpoint of 2205 psig, approximately
13 seconds later. The EMOV remained open; this was unknown to the operators
at that time.
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Alarm Printer data indicated that the EMOV exhaust pipe temperature
reached 239°F which would be expected within approximately 30 seconds following
an EMOV actuation. The EMOV exhaust pipe temperature was printed out as 283°F
at 81 minutes (Utility Typer), and remained above the code safety valve exhaust
temperature. The exhaust temperature of the EMOV was printed out (Utility
Typer) again about 2 hours 18 minutes into the event. The EMOV was isolated
at this time by operator actuation of the EMOV block valve (RC-V2).

Evaluation

The history of this valve included indications of leakage. Just prior to
the March 28, 1979 event it was suspect, along with the code safety valves, of
leaking to the reactor coolant drain tank. The effect of the extended period
of leakage on the performance of this valve during the accident cannot be
determined at this time.

The evidence clearly supports that the EMOV failed to close at the low-
pressure closure setpoint, but a specific cause of that failure has not been
determined at this time. Final determination will require access to the valve
itself.

4.10.3 Temperature History

4.10.3.1 Relief Valve Tailpipe Layout

The effluent from-the EMOV RC-R2 and the two code safety valves (RC-RV1A
and RC-RVIB) is piped to the reactor coolant drain tank via a common 14-inch
header. (Burns and Roe, P & ID Dwg. No. 2024; Ref. 72) A 4 inch exhaust line
having a total run of about 17 feet leads from the EMOV to the 14-inch header.
(M.W. Kellog Isometric Drawings No. 223-1 and 2; Ref. 73) Six-inch exhaust
lines having runs of about 20 feet lead from each of the code safety valves to
the 14-inch header, entering 3-1/2 and 5 feet below the EMOV exhaust line
- entry point. Thus the exhaust points for the EMOV and two code safety valves
are separated by approximately 40-42 feet.
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4.10.3.2 Thermocouple Locations

One chromel constantan thermocouple (T/C) is strapped to each relief
valve exhaust line. The T/C on the EMOV line is located about 3 feet down-
stream of the valve. (Plant Training Photograph No. 443; Ref. 74). The T/Cs
on the code safety exhaust lines are located about one pipe diameter from
these valves. (Plant Training Photograph No. 81; Ref. 75) Thus, about 40
feet of piping separate any one T/C from the other two.

NOTE: This location is based on discussions with plant staff and
disagrees with plant drawings which show the T/C located several
feet further downstream of the valves. '

These temperatures are normally recorded on a multipoint temperature
recorder in the control room. However, this data is unavailable for the
period of the incident. The chart drive stopped before the accident and
entries were printing over each other during the accident. No information has
been obtained to explain the cause of this recorder behavior. Operation of
the chart drive resumed after the accident. No chart paper is missing. These
three T/Cs are also connected to alarms that are printed out by the Computer
Alarm Printer. "High temperature" is printed when one of these points exceeds
about 200°F. The alarm clearing is printed when the temperature decreases
below about 193°F. These status changes are listed in Table 1.4-4 for the
period of the event. In addition these temperatures can be called up by the
operators through the computer and printed by the Utility Typer. This was
done several times during the accident, and these temperatures are also included
in the Table.

During the accident, the opening of the EMOV or the associated block
valve generally caused all three of these T/Cs to alarm. They are connected
to the previously described common exhaust header. If the EMOV/block valve
pathway remained shut for a sufficient time, these alarms would clear. This

generally required 10 to 20 minutes for the code safety exhaust line temperatures
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and up to 37 minutes for the EMOV exhaust line. The increased time required
to cool the EMOV exhaust 1line may have been caused by continuing lower level
leakage from this valve. In general it is not known whether the relief line
closure was by the EMOV or by the block valve, since partial use of the EMOV
was apparently recovered during the accident. For this reason the term "EMOV
flowpath" will be used in discussing the open/closed status of this pathway.

The safety valve temperature alarm status was used to establish the EMOV
flowpath opening times. Closure times were established by changes in the RCS
or reactor building pressure trends. The open/closed status of the EMOV flow
path and the method used to determine the time of the changes are included in
Table I.4-4. '

The EMOV opened within a few seconds of when the RCS pressure reached the
2255 psig EMOV opening setpoint. It remained open until 0619 hrs when the
operators discovered that the EMOV was stuck open and closed the block valve.

The EMOV flow path was opened twice for brief periods at 0713 hrs and
0719 hrs in order to reduce pressure following the rapid rise that occurred at
the time of the restart of reactor coolant pump 2B at 2 hrs 54 minutes.

The EMOV flowpath was opened again at 0741 hrs and apparently left open

until 0918 hrs when the decision was made to repressurize the reactor.

From 0944 hrs until 1135 hrs, the block valve was-apparently cycled-open
and closed intermittently to maintain the pressure between 2200 psi and 1940
psi. (RCS and Reactor Building Pressure Charts; Ref. 135) During this period
the block valve was opened and closed on a 3-to-6 minute cycle, with about a
40% open time. The cycle time was too short for the temperature alarms to
clear during this time. :

Following the decision to depressurize the RCS, the EMOV flowpath was
opened at 1135 hrs. During the depressurization the code safety A and B valve
temperature alarms cleared at 1217 hrs and 1223 hrs respectively, well before

the RCS pressure had reached its minimum value. There were no changes in the
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pressure trends at this time to indicate EMOV pathway closuré. At 1310 hrs,

the beginning of a drop in reactor building pressure indicated that the EMOV
pathway did close at this time and the EMOV temperature alarms cleared 7 minutes
later to confirm this. However, the RCS pressure was still above the decay

heat removal pressure of 400 psi. A possible explanation is that the EMOV had'
gone shut spontaneously and the previous clearing of the code safety‘temperature
alarms indicated a gradual partial EMOV closure at that time. An EMOV high-
temperature alarm and a small rise in reactor building pressure at 1320 hrs,
shows that the EMOV pathway opened briefly at that time and closed again at
1323 hrs. The EMOV temperature alarm cleared 9 minutes later.

The operators opened the EMOV manually at 1350 hrs (the time of the
building pressure spike). The operators reported that the block valve was
already open at this time and that they opened the EMOV in order to increase. _
the RCS venting rate (Int. 14, 15, 17). High alarms on all three relief valve -
temperatures, confirmed that the EMOV valve opening at this time. The reactor
building spray, which actuated at this time, apparently affected the safety
valve temperatures, since they cleared at abnormally low temperatures and two
of them alarmed high again in the following several minutes. (The EMOV alarm
cycled twice.) The EMOV pathway was closed some time between 1401 hrs and
1424 hrs when the EMOV temperature alarm cleared.

The EMOV pathway was opened for the final time between 1635 hrs and 1648
hrs. Approximately a half hour later the final repressurization of the RCS
was started. Stable reactor building pressures and the absence of temperature
alarms indicate that the EMOV pathway remained closed for the remainder of the
incident.
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TABLE I.4-4
EMOV_AND SAFETY VALVE TAIL PIPE TEMPERATURES

TAIL PIPE STATUS

AND TEMPERATURES INFORMATION
BLOCK VALVE , CODE CODE
ELAPSED OR EMOV SAFETY SAFETY SOURCE COMMENT
TIME EMOV STATUS V2 V1A , V118
6 seconds OPEN Setpoint for opening
reached.
30 seconds ~= High 239 High 203 Alarm Printer
0:25 ~- - 285 - 264 - 275 Utility Typer
1:21 -- - 283 . - 211 - 218 Utility Typer
2:18 SHUT - 229 - 190 - 194 Utility Typer Rx building pressure
drops.
2:20 - - 228 -- -- : Utility Typer
2:21 - - 227 -- -- Utility Typer
2:24 - - 220 -~ -- Utility Typer (From 1:13 to 2:47 alarm
3:13 OPEN High 247 High 203 High 206 Alarm Printer ~ printer missing.)
3:15 SHUT - -- -~ -- Rx Bldg Press Termination of pressure
rise.
3:19 OPEN -- -~ -= Rx Bldg Press Beginning of pressure

rise.
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TABLE I.4-4

EMOV_AND SAFETY VALVE TAIL PIPE TEMPERATURES

TAIL PIPE STATUS

AND TEMPERATURES INFORMATION
BLOCK VALVE CODE CODE
ELAPSED OR EMOV SAFETY SAFETY SOURCE COMMENT
TIME EMOV STATUS V2 V1A V11B
3:20 SHUT -- -- -- Rx Bldg Press Termination of pressure
~ rise.
3:31 -- CLR 193 -- Alarm Printer
3:35 -- -- -- CLR 193 Alarm Printer
3:41 OPEN -~ High 202 High 205 Alarm Printer May not have been time
for EMOV T/C to cool.
5:15 SHUT -- -- -- RCS Press. and Beginning of RCS pressure
Rx Bldg Press rise and Rx Bldg Pressure
drop.
5:35 -~ CLR 192 CLR 193 -- Alarm Printer
5:40 -- -- -- CLR 193 Alarm Printer
5:44 OPEN High 215 -~ High 205 Alarm Printer (Cycling block valve
with about 40% open
time until 7:35.)
8:00 -- -- -- 206.1 Utility Typer
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TABLE I1.4-4

EMOV AND SAFETY VALVE TAIL PIPE TEMPERATURES

TAIL PIPE STATUS

AND TEMPERATURES INFORMATION
BLOCK VALVE CODE CODE
ELAPSED OR EMOV SAFETY SAFETY SOURCE COMMENT
TIME EMOV STATUS V2 V1A V11B
8:17 -= -- CLR 193 -- Alarm Printer May have cleared due to
partial EMOV closure.
8:23 -- -- -- CLR 193 Alarm Printer
9:10 SHUT -- ~- -~ Rx Bldg Pressure Termination of rise
in Rx Bldg pressure..
9:17 -- CLR 193 ~- -- Alarm Printer
9:20 OPEN High 220 -- -~ Alarm Printer
9:23 SHUT -- ~- -~ Rx Bldg Pressure Termination of rise
in Rx Bldg pressure.
9:32 -- CLR 193 -- -~ Alarm Printer
9:49-9:50 OPEN High 226 High 204 High 205 Operator, Alarm (H, burn and ES
Printer, and agtuation.)
Utility Printer '
9:52 -- CLR 181 CLR 179 -- Alarm Printer (EMOV temperature
alarms again in 20 sec.)
~cleared due to Rx
B1dg Spray
9:55 -- CLR 177 -- CLR 190 Alarm Printer Clears agaih in two

minutes



(b-t-1

TABLE I.4-4
EMOV_AND SAFETY VALVE TAIL PIPE TEMPERATURES

TAIL PIPE STATUS

AND TEMPERATURES INFORMATION
BLOCK VALVE CODE CODE
ELAPSED OR EMOV SAFETY SAFETY SOURCE COMMENT
TIME EMOV STATUS V2 V1A V11B
10:01 - High 207 -- High 200 Alarm Printer Finally returns to high

status, caused by termination
of building spray.

10:+ SHUT - -- -- ' Clearance of EMOV
alarm at 10:24.

10:24-10:25 -- CLR 192 -- CLR 193 Alarm Printer

11: 27 -- NORM 190.7 NORM 170.6 NORM 174.7 Utility Printer

12:35 OPEN High 233 High 203 High 201 Alarm Printer

12:48 SHUT -- -- -- Rx Bldg. Pressure End of Pressure rise.

12:59 -- -- CLR 192 -- Alarm Printer

13:05 -- -- -- CLR 193 Alarm Printer

13:25 -- CLR 193 -- -- Alarm Printer Stab]e Rx Bldg Pressure

after this time indicate
EMOV remained closed.
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4.11 Emergency Director Leaves Site

4.11.1 Sequence

According to interviews, the Lieutenant Governor of Pennsylvania called
the President of the licensee's organization requesting a meeting on the
status of the plant and related matters. It appears that an initial meeting
time of approximately noon (8 hours after the start of the accident was established)
but was changed to about 1430 hrs (10-1/2 hours after the start of the accident)
when the Plant Manager objected to the earlier meeting time. (Int. 1, 21, 34)

It appears that it was the decision of the Vice President - Generation to
incorporate onsite plant management in that meeting. As a consequence of that
decision and at some time prior to the meeting, the Unit 2 Superintendent -
Technical Support was directed to start collecting technical materials for
that meeting.

Based on the interviews, it appears that the Station Manager and the
Unit 2 Superintendent - Technical Support left the control room shortly before
1400 hrs. They subsequently met the Vice President - Generation at the North
Gate (he was previously at the Observation Center). They then proceeded to
the Lt. Governor's office where the meeting began at approximately 1430 hrs
and lasted 30-45 minutes.

It further appears that the Station Manager and the Unit 2-Superintendent -
Technical Support returned to the control room at or about 1630 hrs.

4.11.2 Precautions Taken

Prior to leaving for the meeting, the Station Manager took the following
actions:

reviewed plant status to determine if conditions were stable. (The

Station Manager stated that he would not have left for the meeting if
that were not the case.)
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ordered the Unit 1 Operations Supervisor to maintain the status quo as

regards reactor conditions.
appointed the Unit 2 Superintendent Acting Emergency Director.
informed the Unit 1 Superintendent of where he was going.

was provided with a beeper to enable contact while enroute to and from

the meeting.

arranged for the Unit 2 Superintendent - Technical Support to make contact
with the site from the Lt. Governor's office. (This was done, and contact
was maintained for approximately 15 minutes while the meeting was in

progress. )
Evaluation

It was not possible for the investigation team to establish the impact
that the absence of the individuals involved had on the course of the accident.
Prudent precautionary steps were taken prior to his departure. The steps
taken were comparable or in excess of those that would be expected in the

event an Emergency Director were incapacitated in some fashion.

The decision that repressurization and an RCP start should be pursued
occurred after the meeting participants returned to the site and were briefed
on the status of the plant. Whether this decision would have been reached
earlier, or the attempts to refill the loops that proceeded during the meeting
would have been abbreviated would be conjecture and thus, outside the scope of

this investigation.

4.12 RCS Average Temperature Indication

Operator interviews indicate they were confused and possibly misled by
the behavior of the RCS Average Temperature (Tav) indications. A review of
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Plant Strip Charts recorded on March 28, 1979, indicates that Tav "sat for the
longest time" at 570°F; about 11 hours out of the 16 hours reviewed by the
investigation team.

Tav indication is developed from signals generated by narrow-range RCS
hot-Teg and cold-leg temperature instrumentation. These source instruments
produce minimum to maximum strength signals corresponding to their allowable
temperature range of 520°F to 620°F. If temperature at the point of measurement
drops below 520°F, the signal delivered to the Tav computation circuit remains
at minimum levels, implying that actual temperatures stop dropping at 520°F.

If temperature at the point of measurement rises above 620°F, the input to the
Tav computation circuit is effectively clamped at 620°F. Normally, RCS hot-leg
and cold-leg temperatures will track essentially together, since major changes
in these parameters are usually due to plant heatup or cooldown. Tav indication
during these normal plant evolutions would not appear anomalous, although the h
indication would be in error as soon as either input left the allowable range
for its instrument. (Int. 56, 61.)

Evaluation

During the accident, RCPs were tripped and hot-leg and cold-Teg
temperatures quickly diverged. With the hot leg above 620°F and the cold leg
below 520°F, the Tav computation circuit functioned as designed and indicated
Tav at 570°F. That the operators found comfort in this near normal indication
indicates they were unaware of the limitations of this instrument.

4.13 Plant Computer Records

The investigation team relied heavily on cbmpqter generated records
related to this accident to substantiate reported events and their timing, to
determine information of which the operators should have been aware (based on
control room annunciators), and to identify p]ént problems not yet reported to
NRC. The records were typed on the Alarm Typer, the Utility Typer and the Log
Typer and were inked on the four Analog Trend Recorders. Copies of these
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records were made available to the investigation team following extensive
searches of plant records by NRC and licensee personnel. They are essentially
complete, with the exceptions discussed below.

4.13.1 Alarm Status Printout, 05:13:59 to 06:48:08, 3/28/79

Analysis of Alarm Typer and Utility Typer output prior to and during this
period indicates that alarm status printout records for this period, if they
ever existed, would cover only the period 05:13:59 to about 05:15:16. The
indication is consistent with an assumption that the operator actuated the
alarm suppress function at about 0648 hrs, thereby dumping the alarm status
printout memory and restarting the output at the current time. This action is
permissible and would be in the best interest of the operators, who needed
current information, not the history of nearly one and three quarter hours
before. Interviews with plant personnel have not determined the actual cause
of data loss. No evidence has been identified that the data was purposely
destroyed or withheld to hamper the investigation.

4.13.2 Alarm Status Printout, 18:48:59 to 19:10:29, 3/28/79

Analysis of Alarm Typer and Utility Typer output prior to, during, and
after this period indicates that alarm status printout was probably generated
within this perioa, but may have been so unintelligible as to be useless. The
Alarm Typer, on which the alarm status printout was being typed, had a history’
of paper jamming, causing overstrikes, tearing, and general havoc with the
resulting record. The record from 19&10:29 to 19:14:24 shows clear evidence
of this condition. Whether the missing records were lost, thrown away as
useless, or otherwise disposed of has not been determined. Records of alarms
during this period were not critical to the understanding of the accident
sequence and did not significantly impact on this investigation.

4.13.3 Utility Typer Output, 00:00:00 to 03:24:24, and 20:08:22
to 20:12:*, 3/28/79

A}

The records from this typer during the periods of interest, if they ever
existed, were not found. They are not considered critical to this investigation.
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*NOTE: Paper is torn and time in seconds is missing.

4.13.4 Analog Trend Recorder Number 2, 3/28/79

The strip chart from this recorder has reported]y not been found.

4.14 Pressure Spike in Containment

4.14.1 Sequence

The 28-psig pressure spike in the TMI-2 containment occurred at 13:50:21
(approximately 9 hours 50 minutes after the start of the accident) on March
28, 1979 based on data. (Alarm Printer, Ref. 14) An operator had just been
directed to open the EMOV valve. Concurrent with his manipulation of the
controls, some operators and the Station Manager heard a "double thump," and
the alarms and automatic equipment functions associated with high pressure in
the containment actuated.

The Alarm Printer shows the following sequence of events:

13:50:21 Channels A&B HPI and bui]ding isolation setpoints reached (~4
psig).

13:50:27 Channel A&B high-pressure setpoint (~28 psig) actuated.

13:50:32 High-pressure setpoint (~28 psig) clears owing to rapid

decrease in pressure after pressure spike.
13:50:46 A channel 4-psig setpoint clears.
13:50:48 B Channel 4-psig setpoint clears.

13:56:07 Spray pumps A&B tripped.
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(It should be noted that these entries from the Alarm Printer are included
here to establish precise times of events. The operators would not have been
aware of these entries at the time because the computer was running behind real

time due to the number of alarms being printed.)

The alarm that initiated building spray cleared in 5 seconds. The alarm
that initiated the other protective functions (lower setpoint) was in the
alarm status for a total of approximately 25-27 seconds. Because of the need
to restore other equipment to operation, the building spray pumps were not
shutdown until approximately 5-1/2 minutes after they started.

This event occurred shortly after the licensee had reduced reactor pressure
sufficiently to attempt to "float" the core flood tanks on the reactor coolant
system. The effectiveness of floating the core flood tanks was receiving most
of the licensee staff attention. Moreover, all personnel in the control room
were wearing respirators at this time because of airborne radioactivity

problems which caused substantial communications problems.

4.4.2 Response of Personnel to Pressure Spike

Based on interviews conducted during this investigation, it appears that
the response of personnel present in the control room to this pressure spike
was varied, including a total lack of awareness that it occurred. No statements
that have been obtained indicate that anyone present postulated that the
pressure spike was due to the rapid burning of hydrogen.

One supervisor, in the area of the controls but not immediately at them,
ascribed the actuation of the building spray pumps to an electrical problem.
Apparently, the loss of the electrical buses 2-32A and 2-42A, which occurred
at 1351 hrs (approximately 30 seconds after the spike) contributed to this
conclusion. Others attributed the spike to various sources. including

electrical interference on the recorder or the switches that actuate building

spray.
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Another shift supervisor, who had entered the control room earlier and
assumed responsibility for the controls, saw the pressure spike occur in
coincidence with the opening of the EMOV. (Int. 119)

Based on this latter supervisor's interview, it appears that he directed
the operators to leave the spray pumps on until he was assured that building
pressure had stabilized and no further pressure spikes were occurring. When
he felt satisfied that conditions had reestablished, he directed the spray
pumps be shutdown. He stated that he recommended to the Station Manager that
the EMOV no Tonger be cycled because the rapidly rising building pressure
corresponded to opening the EMOV. This apparently was brought to the Station
Manager's attention immediately prior to his leaving for the meeting at the
Lt. Governor's office. It appears that the incident was not recalled until
late the following day when the building pressure trace was reviewed.

In general, the investigation has concluded that the staff on duty in the
control room did not attach any special significance to the pressure spike.
Those who actually saw the spike related it to opening of the EMOV, and did
not attach significance'to another cause. It should also be noted that the
recorder displaying the spike displays the trace for approximately 2 hours,
after which the trace must be removed from the recorder or the recorder pulled
out to the extended position in order to be viewed.

NRC personnel were also in the control room during this period. During
interviews with those individuals, they stated that they were not aware of the
pressure spike. (Int. 31) '

4.14.3 Notification of NRC

It appears based on interviews and log books that the NRC was notified of
the pressure spike early in the morning of March 30, 1979. It was referred to -
in Preliminary Notification PNO-79-67D prepared late that same day. An inter-
view with an NRC inspector indicated he recalled discussing the matter with
the Station Manager on that date, after the licensee investigation team had
reviewed the Plant Strip Charts the evening before (March 29, 1979).
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An interview (Int. 139) of a control room operator indicated that copies
of the RB recorder having the spike were made and in the control room at about
2230*. The person stated that he arrived at the Observation Center at approxi-
mately 1400 hrs and went to Unit 2 Control Room, wearing a breathing mask, at
about 1445 hrs. He stated that he was told about a reactor building pressure
spike and after 2000 hrs that night, he stated that there was discussion as to
what the spike was. He stated that a hydrogen explosion was discussed. He
stated that "We pulled it out and I don't know who wanted a copy but we made a-

couple copies of the chart."

He stated that he discussed the spike with a trainee and the person who
asked for the information. He did not remember if this was an NRC inspector

or a B&W representative.

The investigation looked into this allegation and has concluded that the
individual has confused the events of the evenings of March 28 and 29, 1979.

This conclusion is based on the following information.

The investigator reviewed the original combined wide-range 0-100 psig
(BS-PT-4388-2) and narrow-range -5-0 +10 psig (BS-PT-4388-1) chart. The chart
shows that, on March 28, 1979, at approximately 1350 hrs, two peaks occurred.
The narrow range goes off scale and the wide range peaks at about 28 psig. A
portion of the charts had been cut out from the original Strip Chart. The
cutout section of the chart was matched to the two adjacent sections and
carefully reviewed for pen disruptions that could be expected if the chart was
removed on March 28, 1979, in order to make copies and then returned to the
recorder. The chart has a written notation that indicates "chart removed,
March 29, 1979 at noon."

XNOTE: CRO stated that copies were made and in the control room after
the establishment of a bubble in the pressurizer. This would establish a
time of 2218 hrs or later based on the CFR log, March 28, 1979,

*XCRO stated copies were made in the control room after the establishment of a bubble
in the pressurizer. This establishes a time of 2218 hours or later, based on the CRO Lo
March 28, 1979.
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The cut section has an early cut Tine at 0200 hrs March 28, 1979, and a
late cut 1ine at 2215 hrs. The chart runs out about 1200 hrs (noon) on March
~29, '1979.

The possibility that copies of the reactor building pressure trace were
made on March 28, 1979, appeafs possible but unlikely. The reviewed originals
had no obvious pen disruption to confirm this. The CRO later expressed reserva-
tions as to whom he talked to and when. NRC personnel do not recall a xerox

copy in the control room on March 28, 1979.

-Further discussions were held with licensee and GPUSC technical staff who
were identified as having knowledge of the copying of the pressure trace. A
GPU staff member stated in a discussion that he was not in the control room on
March 28, 1979. He did get copies of the reactor building pressure spike
around the 29th or 30th of March. He also stated he made copies for NRC
staff.

Based on these findings, it appears the individual who expressed the view
that the preséure spike was distributed at the site on March 28, 1979 was
mistaken, and that the actual analysis and review took place on March 29, 1979
as previously mentioned.

4.15 High Temperatures and Core Response

4.15.1 General

There were four indications available to plant personnel to indicate that
the core was not being adequately cooled:

0 SRM and IRM anomalous indications.
0 Offscale (greater than 700°F) incore thermocouple readings

0 Hot-Teg RTD readings that indicated superheated conditions of
the coolant
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0 High radiation readings in the containment and elsewhere
indicating a 1argé-sca]e release of radioactivity to the RCS.

The onset of significant release of activity from the fuel because of
inadequate cooling cannot be fixed in time. Review of radiation monitor
charts for the hot machine shop, incore detector cabinets, and the reactor
building dome monitor indicates fuel failures occurring prior to 0630 hrs.
Basically two failure mechanisms can be postulated for release of activity
from the fuel.

The first failure mechanism is associated with the pressure differential
across the cladding and is related to the pin compression factors. Pin compres-
sion factors appear to have been violated within the first 20 minutes of the
accident. Technical Specifications do not address pin compression factors.

The temperature-pressure relationship as experienced in the transient are
plotted in Figure I.4-4. Review of activity levels in the RCS as monitored by
chemical analysis and radiation monitors does not indicate untoward releases
of activity prior to core becoming uncovered. Lower pressures and higher
temperatures were experienced during the period when core became uncovered.
There is a 1ikelihood that there was some mechanical failure of the cladding

during this period.

There is almost virtual certainty that a zirconium-water reaction took
place based on the release of hydrogen from the RCS. The temperature design
limit for loss of coolant accidents is 2200°F peak clad temperature (Ref.
138). Temperatures of this order were indicated by the incore thermocouples
at approximately 0900 hrs after the core was reflooded. It is thought that
this temperature was reached earlier when the core was uncovered, although
there is no direct evidence of this. Significant structural damage to the
core is thought to have occurred when an RCP was started at 0654 hrs. When
the pump was started, a rapid quenching of the core is indicated by the SRM.
and IRM responée addressed'below. In addition, the core reflood was attended
by a rapid pressure change.
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RC PRESSURE PSIG.

HIGH PRESSURE

REACTOR TRIP. PRESS
POINT TEMP°F  PSIG
A 82 155
B 157 476
c 275 476
D 280 1319
E 389 2225

. Instrument error 50 psig - 25
assumed on TECH spec- 25
for installed recorder

. Minimum RC pressure to
maintain compression force on
clad (natural circulation) inst.
error +50 psig -12°F

. Minimum RC pressure to
maintain compression force on
fuel {forced flow) inst. error
+50 psig -12°F

4. Minimum pressure for control
rod drive operation inst. error
+50 psig -12°F

5. Minimum RC pressure for
single pump in a loop NPSH.
{170,171, 2/1} inst. error+50
psig -12°F

6. Minimum RC pressure for two
pumps in a loop NPSH. (2/0,
0/2) inst. error +50 psig -12°F

=~THIS POINT -
REACHED 17 MINUTES
AFTER REACTOR TRIP

RCS AVERAGE TEMPERATURE, °F.
A 1 i I

300 400 500 = 600

COMPARISON OF RCS TEMP/PRESS.
BEHAVIOR TO LIMITS (1ST 17 MIN.)

FIG1.4-4
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4.15.2 SRM and IRM Responses

Within 45 minutes of the reactor trip, SRM Channel 1 was shoWing an
anomalous response. From this time until the last two RCPs were tripped at
0541 hrs, increased radiation transport due to reduced density in the radiation
path from the core to the detectors is evident. An increase in the indication
of IRM Channel 3 noted during the latter part of this period is due to the
same effect. When the last two pumps were tripped, it is felt that many of
the steam voids collapsed in the radiation path; this is noted by the increased
attenuation (decreasing signal) of the SRM and IRM. The signal levels then
increase, and it is believed that, prior to 0600 hrs, the core became uncovered,
although the exact time cannot be determined. The exact level is also unknown.
At 0654 hrs, on RCP was started and, because of a sharp increase in attenuation
observed on the SRM and IRM, it is believed that a reflood of the core took
place. After this time it is believed that the core became uncovered again.
This condition was terminated at about 0715 hrs when substantial HPI flow was
established and the effect of increased attenuation is noted. At approximately
0745 hrs, an increased signal is noted on the SRM trace. The cause for this
increase is unknown but it is postulated that the change is consistent with a

core geometry change.

4.15.3 Incore Thermocouple Response

Chromel-Alumel thermocouples are located in 52 selected fuel assemblies
and are positioned approximately 6 inches above the active fuel. At

04:33:13 the following computer alarm was received:
BAD 0538 IM INCORE T/C 10-R TEMP-22?
The cause for this alarm is unknown. This detector is located in a
peripheral fuel assembly and thus is at a relatively low power level. At this

time, core flow is relatively high and it is doqbtfu], assuming normal core

geometry, that the alarm is indicative of an uprange (>700°F) temperature.
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Incore thermocouple (T/C) data from the Alarm Typer does not exist for
the time period prior to 06:48:08 except as previously mentioned. A list of
incore T/C values as output by the process computer are listed in Figures
1.4-5 to 1.4- 8. These values cover the‘period from 0655 hrs to 0927 hrs.

This figure indicates values obtained on normal scam of the computer.

From 8:34:07 to 8:36:40, sixteen incore T/C temperatures were requested
from the computer, probably by the Instrumentation Engineer. It has not been
possible to ascertain exactly who requested the data. In addition, from
08:46:44 to 08:47:58, eleven incore T/C temperatures were requested, again
probably by the Instrument Engineer. These are shown in Figures I.4-9 and 10.

A comparison of the data requested shows that, for locations that are duplicated
in the requests, there is an indicated temperature drop between the time the
data was first obtained and the second time the data was requested. Between
0800 hrs and 0900 hrs, readings were taken at the computer input in the cable
room. This data was obtained using a thermocouple reader and digital voltmeter
measurements with suitable conversion to temperature. This data is indicated

in Figure 1.4-11. A review of this data compared with the data output between
08:46:44 and 08:47:58 reveals an indicated temperature drop for common locations
to the two sets of data. This fact would indicate the measurements at the
computer input were taken after 8:47:58. Review of this data indicates signifi-
cant flow blockage in the center of the core. It should be noted when

examining Figure I.4-11 that the values are approximate because corrections

were not made_for the reference junction (~ 75°F correction).

4.15.4 Incore Flux Detector Response

The reactor core contains 364 self powered nuclear detectors (SPND) with
7 detectors equally spaced in 52 strings.

A review of backup recorder traces of incore flux detectors (SPNDs)
outputs indicate a normal response to the reactor trip at approximately 0400
hrs. At approximately 0640 hrs, some of the detectors were producing a
measurable output. By 0700 hrs, the SPND's at locations F-3, G-5, and K-11,
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level 4 are off-scale. Shortly after the SPND at location H-8 level 2 was
off-scale. At 0810 hrs, the SPND at H-8 level 6 is off-scale. By 0830 hrs,
the SPND's at levels 2 and 4 of H-9 are off-scale. The output signal of the
SPND's is believed to be caused by thermionic emission by the rhodium wire in
the detector. Measurements taken based on the current ouput of the detectors

prior to the trip indicate an off-scale current of approximate 2000 nanoamperes.
Other detectors exhibiting on-scale outputs are:
Location Level

H-8
G-11
G-11
C-11
K-11
M-9
F-3
L-13
K-5
F-13
M-7
K-5
E-7
F-13
L-13

o O Oy O O Oy OO OO N RN B

It should be noted that the SPND at location H-8 level 6 remains upscale
until approximately 1315. (The SPND at location L-13 level 6 remained upscale
until the afternoon of March 29.) It is believed that the core was uncovered
to a depth of at least 9 feet below the active fuel height based on the response
of the level 2 detectors previously referenced.
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07:16:40 ? ‘ 07:09:40 ? 07:44:40 ?
07:21:40 630.3 07:10:10 694.1 08:05:40 610.3
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08:48:39 ? 07:11:10 643.9 08:36:22 ?
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FIGURE IL4.‘5 SELECTED INCORE T/C HISTORIES FROM COMPUTER PRINTOUTS
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07:21:11 630,5 09:16:09 639.0 07:21:10 637.9
07:45:41 ? 09:25:39 ? 08:35:38 465.1
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FI1GURE
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08:15:10 693.2 08:15:10 ? 07:06:10 ?
08:15:40 588.5 07:06:40 675.6
08:34:44 457.1 07:19:40 ?
08:46:51 393.1 07:21:40 682.1
08:01:10 ?
08:34:37 533.0

FIGURE 1.4-8 SELECTED INCORE T/C HISTORIES FROM COMPUTER PRINTOUTS
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ON MARCH 28, 1979
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4.15.5 0TSG and Primary Temperature Recorder Display

Various primary and steam generator temperatures are recorded on a
24-point dual-range recorder on panel 10 in the west side of the control room,
behind the console facing the center of the room. The point designations and
ranges are listed in Table I.4-5. Of particular interest are the six primary
coolant temperatures, which comprise one point for each of the hot-legs and
one for each pump suction. A1l of these are displayed with a 0°F to 800°F
range. All of the six remained within range, except for several 3- to 6-minute
periods, during the entire incident. A brief description of the behavior of
four of the traces is given below. This is based on a review of the original
recorder trace and which are shown on Figures I-4-12A, B, C, and D for the
period 0400 hrs to 2030 hrs on March 28, 1979. The original chart 'is
multicolored, and traces outside the period given above were used to correlate
the point numbers with the colors. A1l times are given in hours and minutes
of elapsed time after the start of the accident.

4.15.5.1 Hot-Leg Temperature Behavior

Both of the hot-leg temperature indiC}tions were in excess of saturation
témperature a few minutes after the A Toop pumps were tripped at 101 minutes.
The A loop temperature increased from 540°F to 800°F over the next hour, going
off scale briefly at about 0648 hrs.

The temperature rise was interrupted by a temporary redhction of 40°F at
the time that the EMOV was closed at 0619 hrs. A similar reduction occurred
about 10 minutes later. - The B loop temperature rose more slowly, going off scale
briefly at about 0700 hrs. During the rise, the temperature peaked sharply at
0634 hrs then dropped 60°F over the next 10 minutes.

Both A and B loop hot-leg temperatures had sudden reductions (of 60°F and

30°F, respectively) when the attempt was made to staft RCP-2B at 0654 hrs.
- Another sharp drop of 90°F occurred in A loop temperature when ES was initiated
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by the operatof at 0720 hrs. For the next 6 hours, both hot leg temperafures
remained relatively stable, with A loop varying between 680°F and 760°F and B
loop tracking A loop about 60°F higher.

The ES actuation resuTting from the pressure spike in the reactor building
at 1350 hrs caused another sharp drop in both hot leg temperatures of about
50°F. This méy have been caused by cooling by the building spray, which was
actuated by this ES actuation. Following this, the A loop began an irregular
downward trend reaching 450°F by 1510 hrs. Large swings of between 470°F and
600°F occurred during the period of this trend. A drop of 150°F starting at
1428 hrs was also indicated by the A loop strip chart recorder; it was attributed
by the operators to increased makeup water injection through MU-V16C. However,
the start of a sudden increase of 85°F coincides with the start of MUP-1C at
1432 hrs, and this increase is terminated at the time that MUP-1C is secured.

A similar rise coincides with the start of MUP-1C at 1519 hrs. This rise also
terminates about the time MUP-1C is stopped at 1128 hrs. During this time
(1350 hrs to 1630 hrs), B loop hot-leg temperature remained generally constant
above 700°F.

Both hot-leg temperatures began a drop of about 120°F when the opefator
opened the EMOV block valve at 1635 hrs. This was followed by a return to the
previous conditions for the next 2 hours, with A loop hot-leg between 550°F
and 590°F and B loop between 720°F and 760°F.

The momentary start of RCP-1A at 1933 hrs caused another sudden decrease
in both A and B loop hot-leg temperatures of 150°F and 100°F, respectively. -
When this pump was finally restarted at 1950 hrs and left running, all of the
primary temperatures rapidly converged at 350°F.

4.15.5.2 RCP Suction Temperature Behavior

The RCP-suction temperatures began a gradual decrease after the RCPs were
tripped. They were less responsive to system changes than the hot-leg temperatures,
but several trends will be noted. RCP-2B suction temperature began diverging
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from the rest of the primary temperatures at about 0540 hrs, either shortly
before, or at the time of, the A loop RCP shutdown. RCP-2A suction temperature
did not begin diverging until 0600 hrs.

Both RCP-2A and RCP-2B suction temperatures began a rapid decrease in
temperature at 0720 hrs, the time that ES was manually initiated by the operator.
There was a rise in both pump suction temperatures when MUP-1C was shut off at
0737 hrs. However, RCP-2B suction temperature rose only 30°F while RCP-2A
suction temperature increased about 180°F.  The pump suction temperature had
decreased to around 200°F by 0900 hrs, and, in general, remained around this
level until about 1430 hrs. '

At 1430 hrs, the RCP-2A pump suction temperature began a long trend
upward, increasing from 170%F to 490°F by 12 hours 10 minutes. This trend was
interrupted at 1510 hrs, by a 200°F rise over a several minute period, that ..
corresponds to a simultaneous pressurizer level drop of nearly 200 inches. A
large decrease in the RCP-2A suction temperature occurred after 1723 hrs, when
the operators turned on MUP-1C to begin repressurizing the reactor. A final
sharp drop in this temperature occurred when the RCP-2A was bumped at 1933

hrs.
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Point Service
1 SG 1A OQutlet (Secondary)
2 SG TA Outlet (Secondary)
3 SG 1B Outlet (Secondary)
4 SG 1B Outlet (Secondary)
5 RX Coolant to SG 1B
6 RX Coolant to SG 1A
7 SPARE
8 RC Pump 1B Suction
9 RC Pump 2B Suction
10 RC Pump 1A Suction
11 RC Pump 2A Suction
12 DH Coolant from RX DH Pump A
13 DH Coolant from RX DH Pump B
14 DH Coolant from DH Cooler A
15 DH Coolant from DH Cooler B
16 FW to SG 1A
17 Fw to SG 1B
18 SPARE
19 Letdown Cooler Qutlet A
20 Letdown Cooler Qutlet B
21 Letdown Cooler Inlet
22 SPARE ‘
23 RX Coolant Makeup Tank
24 Mechanical Draft Cooling Tower

TABLE I.4-5
STEAM GENERATOR AND
PRIMARY SYSTEM TEMPERATURES

coococococococoo
1

OO
¥

0_
Not

*These are currently printing 0 - Operator says that they are not used.
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4.16 Early Void Formation

The Operational Sequence of Events, Appendix I-A to this report, will
identify the conclusion of the investigation team that early formation of
voids appears to occur in the reactor coolant system during the 1 to 4-minute
time frame. No assertion is made as to the nature of these voids because
objective evidence is unavailable to distinghish whether they are distributed
voids in the circulating reactor coolant or discrete voids forming in the

reactor vessel or upper portions of the reactor hot-legs ("candy canes").

This conclusion was reached by doing a mass balance on the reactor coolant
system as indicated by RCS Temperature, pressure and recorded pressurizer
level at selected times during the 1 to 4 minute time interval. Using the
data at 1 minute as the basis for comparison, this mass balance would indicate
the mass that would have to be added to the RCS, assuming no voids other than
in the pressurizer, to give the indicated levels. This required mass addition
was then compared to the upper estimate of the mass flow rates being added to
the core as a result of operator and automatic actions as determined from

interviews and objective evidence.

The results are shown in Table I.4-6 and suggest a mass'discrepancy of
approximately 4,000 pounds. Thus the indicated mass is greater than the
calculated maximum possible mass by this amount. If one includes the probable
mass loss through the EMOV during this time (if the EMOV was fully open which
is indeterminate), the calculated mass discrepancy would increase to not more
than 9,200 pounds.

It was therefore concluded, because of the magnitude of the discrepancy,
that the system was not, in fact, solid and was already experiencing signifi-

cant void formation of an indeterminate nature.
_Some additional support for this conclusion comes from the fact that the

observed RCS heatup rate during this period is Tow when compared to that
expected for the decay heat load at this time after shutdown and the makeup
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Time

60 sec

122 sec

195 sec

278 sec

Makeup Pump
Letdown Status

1A &1B on - max
Flow N420 gpm
(flow thru 16B
& MU Line only

or letdown
secured)

1A&1C full on
(ECCS) - 1000 gpm;
letdown secured.

1A & 1C on
Operator;

Starting to
throttie (less
than 1000 gpm);
letdown secured

1C off; 1A
throttled
(less than
500 gpm)

Press'er
Level

165"

210"

290

370"

TABLE 1.4-6

PRESSURIZER LEVEL RESPONSE DURING 1-4

RCS Liquid

Volume (Ft3)

10,938

11,095

11,346

11,656

MINUTES
RCS RCS RCS
Pressure Tav Mass (1b)
1800 psig 576°F 489,000
1720 psig 578°F 494,000
1600 psig 578°F 503,000
1450 psig 579°F 518,000

Apparent
Mass
Addition*

5,000

9,000

15,000

*This does not include mass loss out of EMOV during this period, which, if fully open, should be
approximately 1500 1b/minute.
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Possible
Mass
Addition*

3,600

10,100

11,500



flow rates. This temperature discrepancy during the same period could be
accounted for by the energy required to achieve a change in state of 4000-9000
pounds of water over a 3-minute time period.

The apparent stabilization of RCS pressure at 1750 psig (a1though not
confirmed by all the pressure monitoring channels) would also suggest flashing

or void formation resulting in momentary maintenance of RCS pressure.

4.17 Diesel Generator Inoperability

At 0402 hrs, the first automatic ES actuation was experienced. Diesel
generators DF-X-1A and DF-X-1B started, but did not load, since the emergency
buses continued to be powered from offsite sources. (Int. 3, 15, 189, 195)

At 0430 hrs, the diesel generator fuel racks were manually tripped, by an
operator dispatched for that purpose, after the diesels had operated unloaded
for 28 minutes. (Int. 189, 195; Ref. 14)

NOTE: The following is extracted from Unit 2 Operating Procedure 2104-6.2,

“"Emergency Diesels and Auxiliaries," Revision 9:

"2.1.1.4 Do not run the Diesel Generators unloaded for extended periods.
Unload operation causes cérbon deposits in the exhaust system
which cause exhaust system overheating as the carbon burns off
when full load is resumed. Unloaded operation for periods of
one half hour can be considered completely safe if they are
followed by a period of operation under load. "

"4.10.6 The Unit can be shutdown after the ES Actuation has been cleared.
Safety Injection - Bypassed. R.B. Isolation & Cooling - Defeated."

NOTE: Following an automatic diesel start on an ESF actuation, diesels

can only be shut down locally by an operator tripping the fuel racks.
(Int. 189, 195; Ref. 148)
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At about 0930 hrs, an engineer noted the energized overspeed trip alarm
(indicating the fuel racks were still tripped) and questioned a Shift Foreman
relative to the status of the diesel generators. In that condition, the
diesel generators would not start automatically on ES actuation, loss of
offsite power or manual start initiation. It was agreed to (1) place the Unit
2 Control Roomemergency Standby/Maintenance Exercise switch for each diesel
in the Maintenance Exercise position (thereby defeatihg its automatic start
capability) and (2) to reset the diesel fuel racks (thereby regaining manual
start capability). An operator was dispatched to reset these fuel racks,
which occurred at 0949 hrs. From this point on, the diesel generators could
only be started manually. These actions reportedly solved the Shift Foremah's
concern for unnecessary exposures of operators to high radiation fields.

These exposures might be necessary to shut down diesels that start unnecessarily
and run unloaded, should subsequent ES actuations occur with offsite power
available. (Int. 195, 200; Ref. 14, 148)

NOTE: The following is extracted from Unit 2 Operating Procedure 2104-6.2,

Revision 9.

"2.2.3 The requirements of Technical Specifications 3.8.1.1 or
3.8.1.2 must be met depending upon the mode of operation.
In modes 1, 2, 3 and 4, two separate and independent
diesel generators each with: A separate day fuel tank °
containing a minimum volume of 500 gallons of fuel, a fuel
storage system containing a minimum 19,000 gallons of fuel
in DF-T-2A and 19,000 gallons of fuel in DF-T-2B, and a
separate fuel transfer pump must be operable. In Modes 5
and 6, one diesel generator and its associated fuel oil
system msut (sic) be operable. If the above requirements
can not be met, proceed as outlined in the applicable
Action Statement."

"4.10 Diesel Generator - Automatic Start upon Engineered Safety
Features Actuation.
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NOTE: Unit must be in Emergency Standby and reset for
auto start to occur." '

With the exception of the ES actuation at 0402 hrs, no subsequent ES
actuation (0720 hrs, 0756 hrs, 0807 hrs, 0924 hrs, 1350 hrs, 1933 hrs, and
1950 hrs) shows evidence of a diesel generator start. This evidence would be
in the form of indications of diesel generator room air compressor starts and
stops, diesel generator oil pressure alarms and indications of diesel generator
shutdowns in accordance with operating procedure 2104-6.2, Revision 9.

Evaluation

Operating Procedure 2104-6.2, "Emergency Diesels and Auxiliaries," Revision
9, requires that the diesels be operable while in Hot Standby; and that if
that requirement can not be met, then a degraded mode of operation is allowed.
Licensee operators willfully defeated the automatic start function of the
emergency diesel generators, when loss of site power was still possible and
power for engineered safety features was still needed. Since the diesels
could have been operable, had the operators not taken the actions described,

this is under consideration as a potential item of noncompliance.

4.18. Reactor Coolant Makeup Pump Starting Problems

During the course of this accident, the operators reportedly experienced
multiple problems with starting reactor coolant makeup pumps (MUPs).

At 13 seconds into the event, the computer alarm status printout indicates

an operator unsuccessfully attempted a start of MUP-1A. At 39 seconds into

the event, the alarm status printout indicates an operator again tried to

start MUP-1A and was successful. This sequence of events is confirmed by
operator interviews, which further indicate that more than one unsuccessful
attempt to start MUP-1A was experienced. A review of the computer generated
sequence of events for the period of interest appears to show a condition of
contact bounce related to the control switch disagreement relay. Assuming
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that the Burns & Roe Drawings for this pump and its related components represent
actual wiring, that computer indications of changes in electrical contact
position are good, and that the memory of two separate operators is correct;
focuses attention on the control room switch for MUP-1A, whose malfunction

alone could defeat a manual or automatic start, fail to indicate additional
operator start attempts, and provide the apparent anomalous indications to the
sequence of event program.

At 12 minutes into the event, the alarm status printout and the sequence
of events review present similar indications of a start failure followed by a
start success. Operator interviews ‘confirm an event like this occurred, but
their memory of timing does not agree with the computer 1listing.

At 4 hours 18 minutes into the event, the alarm status printout and the
sequence of events review present an additional example of these indications;
with the exception that, at these times, the pump does not start. Operator
interviews confirm these events and indicate the control room switch was then
placed in the pull-to-lock position, thereby defeating MUP-1A capability to
start automatically and enabling MUP-1B to take its place. The alarm status
printout and sequence of event review indications on the following automatic
ES actuation, 20 seconds later, supports that testimony.

MUP-1A was left in pull-to-lock for the rest of the 16 hours reviewed by
the investigation team. MUP-1A has reportedly been run since the event,
indicating the problem may be intermittent.

At 15 hours 33 minutes into the event, the alarm status printout indicates
an operator was attempting to start MUP-1C as an automatic ES actuation occurred.
The pump did not start; but the alarm status printout indicates it was manually
started by an operator 6 seconds later. The failure of MUP-1C to start during
this ES actuation may be indicative of an example of a similar malfunction of
the same type switch on another pump; but could also be related to the malfunction
of several other components, such as a low lube 0i1 pressure switch or one of
several relays, which are not bypassed by the ES actuation signal. |
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Evaluation

These switches are replacements for switéhes of the same type and
manufacturer, of earlier vintage, that had experienced contact-cam-follower
failures. These switches are standard items used throughout the plant, but
which are uniquely modified for'the MUP application above. (Int. 61, 195;
Ref: 11, 136)

The information developed by the investigation team relative to this
problem has been passed to the licensee and NRC management to ensure the
ultimate resolution of the problem.

During discussion with the licensee, the licensee indicated the problems
with starting MUP-1A had been determined. The licensee investigation indicates
the ammeter for MUP-1A was found stuck downscale and that the MUP had, in
fact, started. The operator had seen the ammeter downscale and had secured
the MUP.

Analysis results of computer Alarm Typer records from March 28, 1979,
challenge the credibility of the licensee's determination. The Alarm Typer
record indicates the MUP-1A power supply breaker did not close at 04:00:05 and
08:18:53 during operator attempts to start the MUP. Clearly, if the breaker
does not close, the ammeter will not register current flow. It appears the
licensee has not completed an adequate investigation of this matter.

4.19 0pérationa1 Usefulness of Computer Alarm Status Printout

The usefulness of the alarm status printout to the operators during this
accident transient appears limited. This resulted from the computer typewriter
combination inability to keep up with real time and the inaccuracies and
misinformation that the output contained.

1-4-78




4.19.1 Timeliness

At the beginning of this accident, the Alarm Typer output was in close
agreement with real time. By 0646 hrs, the Utility Typer, then outputting the
alarm status printout, was running 1 hour and-33-minutes behind. At 0648 hrs,
the Utility Typer output of the alarm status printout was brought in synchroni-
zation with real time by equipment failure or operator action. By 1315 hrs,
the Alarm Typer, then outputting the alarm status printout, was running 2
hours and 39 minutes behind. Had the alarm status printer memory not been
lost at 0648 hrs, the 1ag in event information would have been in excess of 4
hours, since the Tags are cumulative. The information presented in the alarm
status printout is useful as.an historical record, but lacks timeliness for
operators to utilize it for current decisions. During interviews, the operators
stated that they would use the alarm suppress function to wipe out historical
data, if they needed real-time alarm information for current decisions. (Int.
189; Ref: 14, 136)

4.19.2 Inaccuracies

Analog instruments are scanned by the computers at various frequencies,
varying from once per second to once per minute, depending on group assignment
and, supposedly, importance or expected rapidity of output change. The results
of this scan are stored in assigned mehory locations. Computed values are
recalculated using data currently stored in memory locations every 15 or 30
seconds, again, depending on group assignment. The resulting digitized analog
values and the host of open or closed contacts are then scanned once per
second for alarm conditions and changes of contact state. The resulting
inaccuracies are ones of association. Alarm conditions and corresponding
analog values are recorded at indicated times that are long past the time when
the transient parameter was actually at that point. Further, the sequential
nature of the alarm status printout implies event sequence, when near concurrent
events may not have actually occurred in the order presented due to the low
frequency of the alarm scan. These errors are not apparent in slow transients
but occurred frequently during this accident.
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4.19.3 Misinformation

In researching anomalous indications in the alarm status printer output,
it became apparent that certain indicated events could not have happened,
could not have happened in the indicated sequence, or should have been indicated
but were not. Some of the problems indicated in Table I.4-7 were known by
licensee personnel; but the majority were not, having only recently been

confirmed by the licensee, following inquiries by the investigation team.
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TABLE I.4-7
Computer Qutput Errors

Computer Point Point

Associated

Designation ~ Descriptor Problem

3092 Condensate Booster Pump CO-P-2A Pump "TRIP" information

3093 Condensate Booster Pump CO-P-2B is available only

3094 Condensate Booster Pump CO-P-2C in automatic or while
starting in manual.

3156 Diesel DF-X-1A Lubeoil Press. Low "NORM" indications means
Diesel DF-X-1B is tripped.*

3159 Diesel Gen DF-X-1B Fault Associated with Diesel
DF-X-1A Lube Qi1 Pressure
Switches. Why dit-indicates -
at all during this transient
is unclear, since its twin,
Diesel DF-X-1B Lube Qil
Pressure low alarm, is
never received.

3172 RC Makeup Pump 2A Tripped Contact meaning

3173 RC Makeup Pump 2B Tripped reversed. "NORM"

3174 RC Makeup Pump 2C Tripped means tripped. Point 3173

- is no good.

3213 RC Pump 2A Off With the pump running,
the contact appears to
make and break at high
frequency. The meaning
of this phenomenon has
not been determined.

*NOTE: Besides the software and hardware errors indicated here, the actual

contact arrangement does not agree with Burns and Roe

drawings, either.
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10.

11.

12.

13.

14.

15.

DETAILS T
REFERENCE LIST

Plant Charts & Computer Demand Logs for 0300 hrs & 0400 hrs on March 28,
1979

Statement by Plant Manager. Written testimony prepared by the Plant
Manager for and presented to the Presidents Commission. The majority
of the testimony is a verbatium copy of notes generated from a meeting
of managers shortly after the accident.

TMI Phone Bill, March 28, 1979.

Steam System Operating Procedure 2106-2.2, Condensate Polishing System,
Revision 9

(duplicate - See #44)
TMI Reactor Trip Report January 15, 1979 (duplicate - See #48)

Maintenance Work Request, (WR) CO 711, Megger Checks for Water/Heat
Damage on Emergency Feedwater Pumps EF-P2A/B (duplicate - See #52)

WR CO 718, Reactor Building penetration checks, January 15, 1979
Field Change Request, FCR, 2329.1

PO No. JCP 0C211, February 11, 1976, Purchase Order for Spare Liquid
Waste Tank Rupture Discs (duplicate - See #49)

B&R Drawing No. 2485, Revision 9, Radwaste Disposal-Miscellaneous
Liquid Auxiliary Building Sump Tank & Section & B&R Drawing No. 2482,
Revision 13

Special Operating Procedure, SOP, No. R-2-79-31, June 29, 1979, Feedwater
Latching Functional Test .

Plant Strip Charts and Multipoint Recorder. Also see discussion of -
EMOV status in Section 4.8

Alarm Printer. Same as Alarm Typer. A computer output terminal which
lists alarm status. '

Core Flood System Description, Index No. 2813, and Technical Specifica-
tions
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16.
17.

18.
19.

20.
21.

22.
23.

24.
25.

26.
27.
28.
29.
30.

31.

TMI-2 Instrument Calibration Data Sheet, Instrument No. RC3-858

March 29, 1976, letter Dresser Industries to Metropolitan Edison
Company

Problem Report No. 913, Instrument Air & Service Air, Low Capacity,
April 29, 1974

Flow Charts for Condensate Polisher Tanks 1, 2, 3, 4, 5, and 8, as
well as Polisher Qutflow Chart

Operating Log

Transient Logs - A collection of informal handwritten notes, document-
ing observations and sequential events or actions, which were generated
by licensee personnel during the course of the accident. (Titled
LT-0001 in licensee's files of the records of the event.)

T/C list A list of incore Thermocouple readings which were taken at
about 0830 hours on 3/28/79 by technicians using portable equipment.

Plant Strip Charts. Various charts of plant analog parameters, recorded
automatically and continuously by installed equipment.

Instrument Drawings

Plant Abnormal Procedure 2203-1.4, "Reactor Coolant Pump and Motor
Emergency"

Plant Operating Procedure 2204-301B, '"C5 Reactor Coolant Drain Tank
Hi/Lo", Response to High RCDT Alarm

Plant Operating Procedure 2101-3.2, "Unit Cooldown", Step 4.13, Revision
13, March 10, 1979

Plant Operating Procedure 2102-1.1, "Unit Heatup", Revision 19,
March 7, 1979 ‘

Plant Abnormal Procedure 2203-2.2, "Turbine Trip", Revision 7, October 25,
1978 ,

Plant Emergency Procedure 2202-1.1, "Reactor Trip", Revision 6, October 25,

1978

Plant Emergency Procedure 2202-1.1, "Reactor Trip", Revision 5, October 6,
1978
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32.
33.
34,
35.
36.
37.
38.
39.
40.
M.
42.
43.
a4.
45.

46.

Plant Abnormal Procedure 2203-1.1, "Loss of Boron Moderator Dilution",
Revision 5; September 13, 1978 '

Surveillance Procedure 2304-3D2, "Reactor Coolant Specific Activity",
Revision 0, November 8, 1977 (duplicate - See 61)

Plant Emergency Procedure 2202-1.3, "Loss of Reactor Coolant/Reactor
Coolant System Pressure", Sections A & B, Revision 8, October 6, 1978

Plant Emergency Procedure 2202-1.3, "Loss of Reactor Coo]ant/Reactor.
Coolant Pressure", Revision 8, October 6, 1978

Plant Operating Procedure 2103-1.4, "Reactor Coolant Pump Operation",
Revision 6, August 16, 1978

Plant Operating Procedure 2104-4.1, Miscellaneous Liquid Rad Waste
Disposal, Revision 2, March 14, 1979 ‘

Administrative Procedure 1012, "Shift Relief and Log Entries", Revision 8,
November .4, 1977

Administrative Procedure 1012, "Shift Relief and Log Entries", Revision 8, -
Section 3.5 ‘

Plant Emergency Procedure 2202-1.5, "Pressurizer System Failure,
Revision 3, September 29, 1979

Operating Procedure 2104-1.2, "Makeup & Purification System, Revision 13,
March 19, 1979

Licensee Event Report 78-22/99X and 78-21/3L, March 29, 1978 Reactor
Trip :

QC Surveillance Report No. 77-266, October 27, 1977, Mechanical Mainten-.
ance of RC-RV2, Inspection, Repair and Testing, WR 1467

Fourth EMOV Valve on order, Reference Number 897028-5000-1, P.0. No.
239715, August 31, 1978 (duplicate - See #5)

Machine History File, WR 1166, September 14, 1977, Removal of Valve
Operator for Repacking

Temporary Change Notice 3-78-666, October 10, 1978, entered a Revision
8 to Procedure 2303-M14A/B/C
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47.
48.

49.
50.
51.
52.
53.

54.

55.

456.
57.
58.
59.

60.
61.

Performance Data Output Segments 1-6, Process Computer Program

TMI Reactor Trip Report, January 15, 1979, Failure of the Atmosphere
Dump Valve Bellows. (duplicate - See item 6)

Spare Discs, P.0. No. JCP 0C211, February 11, 1976 (duplicate - See
#10)

Burns & Roe Drawing 2005, Feedwater and Condensate, Revision 30

Station Preventative Maintenance Procedure E-2, "Dielectric Check of

" Insulation, Motors & Cables", Revision 1, January 6, 1978 (duplicate -

See item 97)

Machine History Card, January 23, 1979 (see WR C0711 Item No. 7)
(duplicate - See item 7)

Plant Operating Procedure 2103-1.3, "Pressurizer Operation", Step
4.2.4, Revision 1, November 1, 1977 (duplicate - see item 62)

Region I Notes: A series of notes compiled by the Reactor Operations

and Nuclear Support Branch Chief of Region I in the early days of the
accident. '

Administrative Procedure 1002, "Rules for the Protection of Employees
Working on Electrical & Mechanical Apparatus", Revision 9, February 23,
1977 (duplicate - see #98)

"Plant Emergency Procedure 2202-2.2, "lLoss of Steam Generator Feed",
‘Turbine Trip/Abnormal Procedure, Revision 3, October 13, 1978

Plant Operating Procedure 2102-3.3, "Decay Heat Removal Via 0STG",
Revision 6, April 17, 1978

Plant Operating Procedure 2105-1.4, "Integrated Control System",
Revision 3, September 1, 1978

Surveillance Procedure 2304-W1, "Borated Water Source Concentration
Verification", Revision 1, March 14, 1979

2304-3D1, "RCS Chemistry", Revision 2, February 5, 1979

Surveillance Procedure 2304=3D2, -'RCS,-.Specific Activity", Revision 0,
November 8, 1977 (duplicate - see #33)
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62.

63.

64.

65.

66.

67.
68.
69.

70.

71.

72.

73.
74.

75.
76.

Plant Operating Procedure 2103-1.3, "Pressurizer Operation", Revision
3, July 19, 1978

Surveillance Procedure 2301-3D1, "RCS inventory“, Revision 3, February 5,
1978

Plant Emergency Procedure 2202-1.5, "Pressurizer System Failure",
Revision 3, September 29, 1978

Surveillance Procedure 2303-M24A/B, "Reactor Building Spray Pump
Functional Test and Valve Operability Test, Revision 7, October 6,
1978, Steps 6.3 & 6.4

Surveillance Procedure 2303-M27A/B, "Motor Driven Emergency Feedwater
Functional Test & Valve Operability Test", Performed January 3, 1979,
February 26, 1979, and March 26, 1979, Revision 4, August 30, 1978
Temporary Change Notice 2-78-666, October 10, 1978

Same as 47

Surveillance Procedure 2303-M14A/B, "Emergency Feedwater System Valve
Lineup Verification & Operability Test & Turbine Driven Emergency Feed
Pump Operability Test", Performed January 3, 1979, February 26, 1979,
and March 26, 1979, Revision 8, November 21, 1978

Surveillance Procedure 2303-MIA/B, "Makeup Pump & Valve Functional
Test", Revision 5, September 22, 1978 (duplicate - See item 93)

Surveillance Procedure 2303-M2A/B, "Decay Heat Removal Pump Functional
Test", Revision 7, June 20, 1978

Burns & Roe Pipe and Instrument Drawing (P & ID) Drawing No. 2024,
Reactor Coolant Make-Up & Purification, Revision 25 '

M. Kellog Isometric Drawings No. 223-1 and 2

Plant Training Photograph No. 443 (Thermocouple on EMOV line located
3 feet downstream of valve)

Plant Training Photograph No. 81

Plant Emergency Procedure 2202 1.1, "Reactor Trip", Step 1.1.e, Revision

6, October 25, 1978
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77.
78.

79.

80.

81.

82.

83.

84.
85.
86.

87.

88.

89.
80.

91.

92.

93.

Shift Relief & Log Entries, Revision 8, October 4, 1977

Plant Abnormal Procedure 2203-1.4, "RCP & Motor Emergencies, Revision
3, May 4, 1978

Plant Operating Procedure 2105-1.3, "Safety Features Actuation System",
Revision 2, October 25, 1978

Plant Emergency Procedure 2202-1.3, "Loss of Reactor Coolant/Reactor
Coolant System Pressure, Revision 11, October 6, 1978

Plant Operating Procedure 2103-1.3, "Pressurizer Operation", Revision
3, July 19, 1978 :

Administrative Procedure 1670.2, Site Emergency Procedure, Figure 4,
Revision 9, November 22, 1978 (duplicate of 108)

Administrative Procedure 1014, "Recall of Standby Personnel to Plant",
Revision 3, June 21, 1977

Makeup-and Purification, Step 2.2.1
Pressure Operation, Step 2.1.8

Operating Procedure 2103-1.4, "Reactor Coolant Pump Operation, Step
2.1.1.1, Revision A, April 18, 1978

Emergehcy Procedure 2202-1.3, "Loss of Reactor Coolant/Reactor Coolant
System Pressure", Step A.3.2.7, Revision E, May 12, 1978

Technical Specifications; Appendix A to the Operating License for Unit
2.

Procedure Step 6.1.3, "Addresses the RCP Vibraswitch Alarm"

Operating Procedure 2101-1.1, "Nuclear Plant Limits & Precautions",
page 27, Revision 4, August 8, 1978

Operating Procedure 2103-1.4, "Reactor Coolant Pump Operation", Revision
6, August 16, 1978

Operating Procedure 2104-6.2, "Emergency Diesels and Auxiliaries",

~ Revision 9, March 14, 1979

Surveillance Procedure 2303-MIA/B, Make-Up Pump & Valve Functional
Test, Revision 5, September 22, 1978 (duplicate - See item 70)
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94. Administrative Procedure 1001, "Document Control", Revision 18, March 21,
1978

95. Administrative Procedure 1007, "Control of Records", Revision 4,
July 14, 1978

96. Engineering Change Memo, ECM No. S-5934, Electromatic Valve, RC-RV2,
Signal Light, Resu]t of March 29, 1979 Open Electromatic Valve (EMOV).

97. Station Preventive Maintenance Procedure E-2, "Dielectric Check of
Insulation, Motors and Cables" (duplicate - See item 51)

98. SPMP, Para. 4, "Tagging" (duplicate - See item 55)

99. Administrative Procedure 1026, "Corrective Maintenance & Machinery
History", Revision 8, November 29, 1978

100. Administrative Procedure 1021, "Plant Modification", Revision 0,
July 22, 1977 |

101. Corrective Maintenance Procedure 1407-1, "Station Corrective Mainten-
ance Procedure", Revision 0, November 29, 1978

102. B&R Drawing No. 2006, "Flow Diagram Makeup Waste Treatment & Conden-
sate Polishing", Revision 24 '

103. "“Operation Quality Control Surveillance Report", No. 77-266, "Operation
Quality Assurance" QOctober 26, 1977

104. Plant Abnormal Procedure 2203-2.2 "Turbine Trip", Revision 7, October 29,
1978 '

105." Administrative Procedure 1037, "Control of Caution and DNO Tags",
Revision 1, August 23, 1978

106. Plant Operating Procedure 2102-1.1, "Unit Heatup", Revision 19, March
7, 1979

107. Plant Operating Procedure 2102-3.2, "Unit Cooldown', Revision 13,
March 10, 1979 ‘

108. Emergency Plan Procedure 1670.2, Revision 9, November 22, 1978 (duplicate
of 82)

109. The‘Maintenance, "Work Request Log, Unit 2", starting with 1979 input.
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110.

1M1,
2.
3.
4.
115.

116.
117.

118.

119.
120.
121.
122.
123.

124.

125.

126.
127.
128.

Station Corrective Maintenance Procedure 1407-1, Revision 1, February 2,
1979

Unit 2 Machine History Files (selected sections), May 8, 1979.
Unit 2 Valve List 2075, two volumes.

See 102

Shift Maintenance Log, March 27-28, 1979

"Instructions for Operating and Repairing Consolidated ETectromatic
Relief Valve", B&W Instruction Book No. 620-0006:01-00400.

See 43

Machine History Card, Mechanical; RC-RV2 and RC-V2, October 26, 1974
and September 29, 1975. ' '

Machine History Card (Unit 1), RC-RV2 and RC-V2, October 26, 1974 and
September 29, 1975.

Letter, B&W to GPU, Dresser Valve RC-V2, September 2, 1975.

Letter, GPU, to UE&C, Concerning Dresser Valve RC V2.

Drawing No. 3079, Sheet 14, Revision 13.

Megger Test, January 23, 1979, Control Building East, EF-P-2A.

UE&C Equipment Data Sheet, Mechanical, July 28, 1977, Ingersoll Rang,
470 gpm at 2510 feet and 3560 rpm, discharge pressure 1500 psi, 100°F
(EF-P-2A).

UE&C Equipment Data Sheet, Motors, July 28, 1977, EF-P-2A, July 28,
1977, EF-P-2B, July 27, 1977.

UE&C Equipment Data Sheet, Mechanical, July 27, 1977, discharge pressure
1470 psi, EF-P-2B.

UE&C Equipment Data Sheet, Motors, July 27, 1977, EF-P-2B.
UE&C Equipment Data Sheet, Vibration Record, July 27, 1977, EF-P-2B.
UE&C Motor Bumping Check List, July 27, 1977, EF-P-2B. |
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129.
130.

131.
132.
133.

134.
135.
136.

137.
138.
139
140.
141.
142.
- 143.
144,
145.
146.
147.
148.

Manual 31700, "Consolidated Closed Bonnet Maxiflow Safety Valve', B&W
Instruction Book No. 620-0006, 01-003-00 (Dresser Valves).

WR No. 340, March 25, 1977, w/Procedure, "Hot N, Gas Testing of Pressurizer
Code Relief Valves".

Sequence of Events; Appendices I-A and II-A to this report
2103-1.9, "Reactivity Balance Calculations"

2302-M1A/B, Makeup Pump & Valve Functional Test, Revision 5, September 22,
1978 (duplicate - See #93 & #70)

LER 78-021-03L, April 29, 1979; 78-033-0IT, April 23, 1978

RCS and Reactor Building Pressure Charts. Plant Strip Charts; see 23.
Utility Typer. Computer output terminal for data specifically requested
by operator. Also output terminal for alarm status printout should

the Alarm Typer fail.

Final Safety Analysis Report

10 CFR 50.46

Computer Logs/Daily Record Storage; March-30,- 1979

System Description - Radwaste Disposal Gas System, October 1975
System Description - Nuclear Sampling System, February 1976
Procedure Changé Request PCR-2-78~707 and 895 (duplicate - See #46)
Site Operations Memorandum #403 cated August 9, 1978

Site Operations Memorandum

Plant Trip Report for March 28, 1979 Trip

Problem Report #2847

Reactor Trip Report - Unit II #12, November 3, 1978

Burns & Roe Drawings
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Appendix I-A
Operational Sequence
of

Events

Note:

This sequence of events was
prepared based on elapsed time
from the initiating event,

the trip of the turbine,

which occurred at 04:00:37

on March 28, 1979.






ITEM

ELAPSED TIME
3/28779

Prior to
Turbine Trip

‘was approximately 6 gpm.

APPENDIX I-A
OPERATIONAL SEQUENCE OF EVENTS

EVENT DESCRIPTION

Three Mile Island Unit Two (TMI-2) was operating at 97% power with the
Integrated Control System (ICS) in full automatic. Normal reactor
coolant system (RCS) makeup, seal injection and letdown were established
with makeup pump (MUP) "1B" in service. Pressurizer spray valve and
heater controls were in manual to equalize pressurizer and RCS boron
concentrations. RCS boron concentration was 1026 ppm and radiocactivity
concentration was 0.394 uc/ml. 1Identified RCS Teakage, beljeved to be
from the electromatic relief or code safety valves on the pressurizer,
RCS pressure was 2148 psig.

On the secondary side, once thru steam generator (0TSG) levels were

at about 160 inches with pressures of about 900 psig. Steam generator
feedwater pumps 1A & 1B, condensate booster pumps 2A & 2B and conden-
sate pumps 1A & 1B were in service.

Operators had been trying for about eleven hours to transfer an isolated
condensate system polisher's spent resins to the regeneration receiving
tank. The transfer procedure utilizes station compressed air to fluff
the resin and demineralized water to transfer the resin between tanks.

A resin block had developed in the transfer line.

At this point, plant operators hypothesized that the water pressure,
then the discharge pressure of two demineralized water pumps or the

IA-1

REFERENCES

f—

(o2 2 8~

Interview 58

Operating Logs
3/28/79

Surveillance Pro-
cedure 2301-3D1
Reactimeter

Operating Logs

GPU Sequence of
7/16/79

Interviews 2,
5, 14, 17

Interviews
166, 189



ITEM

DATE AND TIME

3/28/79

~ -] sec.

EVENT DESCRIPTION - ' REFERENCE

condensate pumps, either at approximately 160 psig, exceeded the station
air pressure (approx. 100 psig), forcing water into the air system.
Further, the water then made its way through a check valve (since found
stuck open) and through the open cross-connect between station and instru-
ment air systems to the polisher isolation valve controls, causing these
valves shut. (This problem of water entering the air system has

occurred at least twice before.)

Polisher outlet and/or inlet valves go shut. 1. Analysis (see notes)

Alarm printer

Note: Condenser hotwell level dropped below the low alarm within 13
J Hourly computer log

seconds (21.72"); turned and entered the normal range in 28
seconds (26.44"); and passed the high alarm in 73 seconds Analysis
(37.77"). Even with this increasing level (which should initiate Computer Analog
rejection flow), normal coastdown flow of the condensate booster Trend Recorder
pumps, and one condensate pump still running, the condensate

flow was reading "0" at 2 minutes into the event. This strongly

supports contention that polisher valves were shut.

2w N —

Note: A1l polisher inlet and outlet isolation valves were found shut 1. Interview 36
after the turbine trip.

Note: Polisher bypass valve on TMI-2 does not open automatically on 1. Interview 8
high differential pressure.

Note: Polisher outlet pressure was reportedly so close to the condensate 1. Interviews
booster pump suction pressure trip limit that the full capacity of 5, 17
the condenser level control reject valve could not be used. A valve
in series with the reject valve was throttled to 1imit reject
flow which came from the polisher outlet to prevent spurious
trips of the condensate booster pumps.

IA-2



ITEM DATE AND TIME

3/28/79
10 -1 sec.
11
12
13
14 -1 sec.
15

EVENT DESCRIPTION

Condensate booster pumps trip. (See notes below.)

Note: Each main feed pump is served by its own low-suction-pressure
trip switch. Since these switches are purposely set differently,
to prevent Toss of both pumps on minor transients and since the
two pumps tripped together, within 152 milliseconds, the suction
pressure transient must have been exceedingly fast. This transient
could only result from the condensate booster pumps tripping at
minus 1 second.

Note: Loss of suction pressure will cause a condensate booster pump
trip.

Note: Condensate booster pumps were subsequently found tripped.

Condensate pump 1A trips (one condensate pump remains running). (Actual
time 04:00:36, 3/28/79).

Note: The computer trip indication received indicates this pump tripped
due to something other than control room switch operation. No
interview has indicated relay flags were reset; therefore elec-
trical faults can be ruled out. Local breaker switches require
handles that were reportedly not present.

IA-3
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"REFERENCE

Analysis

Utility typer
P&ID
Interview
GPU-17

Alarm Procedure
17.E9

Burns & Roe

drawings

Interview 109
See restart attempt
5 min. 15 sec.

Alarm printer
Interview
GPU-2
Interview 195

Burns & Roe
drawings
Inspection
Discussion
with operators



ITEM OATE AND TIME

3/28/79

17

18 0 sec.

19

20

21

EVENT DESCRIPTION

Note:

Note:

A trip of an associated condensate booster pump with the control
switch in AUTO will cause that condensate pump to trip. (Pro-
cedures require operation in AUTO, but plant problems have trained
operators to normally operate in MANUAL.)

Wiring error in trip circuit for condensate pump 1A bypassed

AUTO switch contacts, making it appear to that trip circuit alone
that paired condensate pump 1A and condensate booster pump 1A
were in AUTO, no matter that position the switch really was in.

Main feedwater pumps are tripped resulting in an almost simultaneous
trip of the turbine. (Actual time 04:00:37, 3/28/79)

Note:

Note:

Note:

Low feedwater pump suction pressure or loss of the condensate
booster pumps, while in automatic, will cause the feed pump
turbines to trip.

Both feed pumps tripping will cause the main turbine to trip.

Tripping both feedwater pump turbines will start all three
emergency feedwater pumps.

1IA-4
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REFERENCE

Alarm Procedure
17.E8

Interview GPU-11
Burns & Roe
drawings

Inspection by GPU
Burns & Roe
drawings
Interview 195

Alarm printer
Interview GPU-20

Alarm Procedure
17.A15 & 17.A16
Burns & Roe
drawings

Abnormal Procedure

2203-2.2
Burns & Roe
drawings

FSAR Section
7.7.1.2.1.3

Burns & Roe

drawings



ITEM DATE AND TIME
3728779

22

23 0+ sec.

24 1 sec.

25 3 sec.

26 3-6 sec.

27 8 sec.

28

EVENT DESCRIPTION .

Note: Loss of one or more main feedwater pumps will cause the ICS
to run back reactor power, causing the control rods to be driven
into the core. None of the interviews conducted indicated that
the operators specifically observed the runback in progress prior
to the trip of the reactor at 8 sec.

A11 three emergency feedwater pumps start. Pressurizer level and
pressure increasing rapidly. Condenser hotwell level begins rapid
transient resulting in filling the hotwell to a fully flooded condition
in approximately one minute.

Turbine stop and intercept valves closed. 500 KV breakers are tripped.
Pressure in reactor coolant drain tank (RCDT) begins to increase.

RCS reactor pressure reaches electromatic relief valve (EMOV) opening
setpoint (2255 psig).

Reactor trips from reactor high pressure (setpoint = 2355 psig). Indi-
cated reactor pressure on the wide range RCS pressure strip chart from
the control room shows an increase to approximately 2435 psig, which
would normally suggest one of the two safety valves may have lifted.
However, this maximum value is not confirmed by the reactimeter or by
the narrow range RCS pressure recorder trace.

Note: The reactimeter samplied data every 3 seconds and may have missed
the peak. The narrow range pressure instrument did not indicate
a peak high enough to trip the Reactor, which is known to-occur.
The wide range presssure strip chart, when compared to other
pressure sensor outputs, appears to indicate about 35 psig high.

IA-5

REFERENCE

1. FSAR Table 7.7-2

—_
.

Alarm printer
2. Interview 9

1. Alarm printer

1. Reactimeter data

j—)

Plant strip charts
2. Reactimeter data

Alarm printer
Plant strip charts
Interviews
Reactimeter
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ITEM

29

30

31

32

33

34

DATE AND TIME

3/28/79

8 sec.

~ 8 sec.

9 sec.

~ 10 sec.

13 sec.

EVENT DESCRIPTION

Pressurizer heater groups 1-5 trip. This event is believed to be
related to the operator resetting the pressurizer spray and heater con-
trols to "Automatic," as an operator action following the turbine trip,
and pressure exceeding 2125 psig. A continuous pressurizer spray had
been in effect prior to the incident to eliminate a difference in boron
concentration between the pressurizer and the rest of the reactor
coolant system.

Shift Supervisor announces a Unit 2 turbine trip - reactor trip.

Secondary'steam pressure peaks at about 1070 psig. The main steam
relief valves are reported to ‘have lifted.

Note: With ICS in AUTO, turbine bypass valves (MS-V25A&B, 26A&B)
would attempt to control main steam pressure at 1010 psig +
10 psi. -

Operator verifies all control rods tripped and bottomed.

Letdown from reactor secured (MU-V376 'shut). Operator unsuccessfully
attempts to start makeup pump 1A.

IA-6

REFERENCE
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Alarm printer
Burns & Roe
drawing

Interview 5

Reactimeter
Interview GPU-1
Plant strip charts
Emergency Pro-
cedure 2202-1.1

Interview 9
Emergency Pro-
cedure 2202-1.1

Alarm printer
Interviews
9&15
Emergency Pro-
cedure 2202-1.1



ITEM DATE AND TIME

EVENT DESCRIPTION

3/28/79

36

37

38 ~ 13 sec.

v 39 14 sec.
410
41

42

Note:

Note:

Note:

These actions, according to interviéws, are immediately taken
by the operators, following a reactor trip, for the purpose
of minimizing a large pressurizer lTevel transient.

Alarm Printer output for makeup pump 1A, 1B, and 1C status
(norm/trip) found to be reversed due to software error,
potentially misleading operators who read printout.

Cause of start failure is indeterminate at this time but this
investigation indicates that switch contact "bounce" is highly

probable.
contamination levels.

Troubleshooting switchgear must await reduction in

Operator may have believed pump has started,

because of his actions, but panel indications would dispel this

belijef.

RCS pressure reaches setpoint for EMOV closure (2205 psig).
However, later events will show that closure did not occur.

Pressurizer heater groups 1-5 restart in AUTO at 2105 psig, decreasing.

Emergency feedwater pumps reach full pressure.

Note:

Note:

Emergency feedwater pump discharge pressure indication is avail-
able to operator on panel, but the emergency feedwater flow must
be inferred from once through steam generator (0TSG) level changes.

During the transient, the operators reported they did have
apparent flow indication in the "A" OTSG from the noise

IA-7

REFERENCE

—

p—l

—

Burns & Roe drawings

Analysis of alarm

printer output
Inspection by
Licensee

Inspection

Reactimeter
Plant strip charts

Alarm printer
Alarm printer

Interview
Inspection of panel



ITEM DATE AND TIME
3728779
43 v 15 sec.
44
45 30 sec.

EVENT DESCRIPTION

("hammering") heard from the vibration and loose parts monitor
system, which was on to monitor one of the steam generators.
(Monitor had been Teft on by operators to detect OTSG relief
valve operation during any future transients. This monitor was
audible in the control room but was not recorded on tape.)

Pressurizer level reaches peak of approximately 255 inches. (The RCS
pressure, average temperature, and pressurizer level appear to be
tracking normally at this time.)

PLANT STATUS

The Unit has just experienced a Turbine/Reactor Trip. RCS pressure
and pressurizer level were decreasing rapidly after reaching their
peaks. Unknown to the plant operators the electromatic relief valve
(RC-RV2) was not shut and was passing reactor coolant from the steam
space at the top of the reactor coolant system pressurizer. Based on
control room indications, the RCS pressure and pressurizer level were
trending together and decreasing as was expected after a reactor trip.
The 0TSG water levels were at about 90 inches. and decreasing at about
4 inches/second. The 0TSG steam pressures were about 1030 psig and
decreasing at 4 psi per second. The turbine bypass valves were open
relieving steam. The OTSG water Tevels had not yet reached the ICS
setpoint of 30 inches for the programmed opening of the emergency
feedwater valves (EF-V11A and EF-V11B) that would admit feedwater to
the OTSGs. '

Reactor pressure reaches Tow-pressure-trip setpoint (1940 psig),

pressurizer relief valve exhaust pipe temperature reaches 239°F, and

IA-8
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1.

REFERENCE
1. Reactimeter
2. Plant strip charts

Plant strip charts
Reactimeter

Alarm printer



ITEM DATE AND TIME EVENT DESCRIPTION REFERENCE

3/28/79
one code safety relief valve exhaust pipe temperature reaches 203°F.
(These temperature indications would be expected, whether the EMOV
reseats or not.)
46 38 sec. Steam generator "A" level at 23.8 inches and decreasing. 1. Alarm printer
2. Interview 9
47 Emergency feedwater valves EF-V11A&B start to open as level decreases 1. Interview 9
below 30 inches and give dual indication on panel.
48 40 sec. Steam generator "B" level at 23.7 inches and decreasing. 1. Alarm printer
' 2. Interview 9
49 41 sec. Operator starts makeup pump 1A and opens MU-V16B by operator to increase 1. Alarm printer
“injection flow to loops. 2. Interviews
: 61, 15
3. Emergency Pro-
cedure 2202-1.1
50 Operator opens DH-V5A to control makeup tank level uSing BWST head
pressure.
51 Note: During the interviews, the operators noted that they had several
problems with keeping makeup pump 1A operating when desired. This
sequence Will note several trips of that pump. The last trip
occurs at 4 hr. 18 min. after the start of the incident, and
the pump is not restarted again for the remainder of the incident.
52 54 sec. Pressurizer level is at minimum of 158 inches (lowest level reached) and 1. Reactimeter

starting to rise.
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ITEM

53

54
55

56

57

DATE AND TIME EVENT DESCRIPTION

3/28/79

Note:

Minimum Tevel experienced was significantly higher than exper-
erienced in previous trips of the same nature.

58 sec. Pressurizer low level alarm at 185.3" received.

Note:

Discrepancy between alarm printer and reactimeter data results
from frequency of calculation. The computer takes differential
pressure readings from each level transmitter (updated -every 30
seconds) temperature compensates them and averages the results,
performing this calculation once every 15 seconds. The alarm
printer routine samples the most recent result of this calcu-
lation once per second and compares it to the alarm setpoint.
The reactimeter routine samples a continuously calculated
pressurizer level signal once every 3 seconds and therefore,
can be considered closest to real-time data. In this instance,
the alarm printer has just recognized level is below setpoint,
even though level is rising at this point. The memory trip
review confirmed the level dropped lower than the 185.3"
reported at this point on the alarm printer.

60 sec. One pressurizer cgde safety valve tail pipe high temperature alarm
received at 204.5°F with RCDT pressure at 12 psig and increasing.

Note:

This alarm would be expected following an EMOV opening due to

backflow of steam from the common tail pipe discharge header.

The temperature elements for the EMOV are located at the EMOV

discharge, which is approximately 40 feet from the temperature
elements for the code safety valves.

IA-10

REFERENCE

—_
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Interview

Alarm printer

Discussion with
Computer Supervisor
Log typer

Alarm printer
Interviews
Reactimeter

System Description
Burns & Roe drawings
Plant training
phatographs



I1TEM

‘DATE AND TIME

3/28/79
58 1 min.
59
60
61 1-4 min.
62
63

EVENT DESCRIPTION REFERENCE

—_

Steam generators A and B levels at approximately 10 inches on start-

up level instrumentation. 2.
Note: This level indication is due to weight of‘steam alone (dry 0TSG). 1.
Differential temperature, hot to cold leg, rapidly approaching zero, 1.
indicating OTSG's are going dry. 2.
Pressurizer level rising very rapidly. The change in RCS mass inferred 1.

from pressurizer tevel occurring during this period cannot be accounted

for under the conditions of makeup, temperature changes, and injection =~ 2.
flow. Thﬁ mass discrepancy is further increased when the mass loss 3.
through the EMOV is also considered. Moreover, reactor coolant wide 4
range pressure shows, at 1770 psig (saturation temperature approximately
619°F), a'reversal in direction and subsequent stabilization of RCS pressure
for what appears to be 2-3 minutes, suggesting void formation. Moreover, the
memory trip review printed from the computer shows pressure at approxi-
mately 1750 psig from 68 seconds to 113 seconds. This stabilization, however,
is not confirmed by the reactimeter or narrow range pressure instrumentation.

Operating staff interviews covering this period disclose that the
operators had felt that they had "caught" the pressurizer level de-
crease and that they had actually expected it to drop much further
before being "turned around," based upon previous experience. Further,
the Shift Supervisor noted that the rate of pressurizer level increase
appeared to be wrong for the reactor trip that had occurred.

Note: It appears that beginning at approximaté]y one minute and con-
tinuing thereafter, the reactor coolant system experienced

IA-11

Reactimeter
Plant strip charts

Analysis

Reactimeter
Analysis

Interviews 1, 14,
15

Calculations

Plant strip charts

Utility typer



ITEM

64

65

66

DATE AND TIME

3/28/79

EVENT DESCRIPTION

either a general reduction in density, as might occur with
distributed voids, or the formation of one or more discrete
steam vapor voids.

PLANT STATUS

RCS pressure was still dropping and pressurizer level had just turned
and begun to rise. This behavior is unexpected, since RCS pressure

and pressurizer level should trend together, during a lToss-of-feedwater-
flow transient. '

Note: The deviation from expected behavior was due to the formation
of voids within the RCS loops and/or reactor vessel as RCS pressure
plummetted. The inability of the pressurizer to effectively damp
this pressure transient is attributed to a massive loss of its
energy content, first by dilution during the initial power gen-
eration/removal mismatch as the reactor trip is delayed 8 seconds
after the turbine trip, and relatively cool hot leg fluid is
injected into the pressurizer, second by bulk energy removal as
the EMOV 1ifts and fails to reseat, third by boiling and ejection
of hot water as level and pressure drop to compensate for the RCS
cooldown from the steaming 0TSGs, and finally by the short failure
to generate additonal energy during the period when pressurizer
heater groups 1-5 trip on high pressure.

The reactor coolant drain tank (RCDT) pressure and temperature started to
increase, showing the effects of continued discharge or reactor coolant
thru the EMOV. Plant operators did not associate these indications with
leakage past the EMOV, but rather with the initial opening of the valve.
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1. Plant strip charts
2. Reactimeter



ITEM

67

68

69

70

DATE AND TIME

3/28/79

1 min.

1 min.

1 min. 40 sec.

2 min.

EVENT DESCRIPTION

At request of Unit 2 Shift Supervisor, the Unit 1 Shift Foreman called
the Station Manager to inform him of Unit 2 trip, apparently as a matter
of policy and not as a result of any suspicion about the nature of the
trip. The Superintendent of Technical Support - Unit 2, the on-call
Duty Officer, was also called at about this time.

The hourly plant log typer displayed the following informatibn as being
applicable for this time:

RCS Flow: 135 MLBH

Loop "A!
T 577gF
T : 574°F
ng: 573%F
Loop "B'
T 5768F
Top: S73CF
Top: 573°F

MU Flows: 16 GPM

0TSG "A" Level: 8 inches
0TSG "B" Level: 5 inches
Condensate Flow: 0 KLBH

Reactor coolant drain tank (RCDT) indicgtes 86°F and increasing. (RCDT
temperature prior to event was about 70°F.)

Reactor coolant pressure reaches average of 1726 psig.
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REFERENCE

1. Interviews
1, 27

1. Log typer

—_—

Alarm printer
2. Utility typer

pu—]

Alarm printer
2. Plant strip char



ITEM DATE AND TIME
3/28/79
71
72 2 min. 2 sec.
73
74
75
76 2 min. 28 sec.
77
78 3 min. 13 sec.

EVENT DESCRIPTION

Operator requests computer print RCS loop B inlet temperature (573.6°F).

ECCS initiation (HPI - nomimal setpoint = 1600 psig). Pressure con-
firmed by reactor pressure instrumentation. ’ Decay heat removal pumps
start, and makeup pump 1B trips. Makeup pump 1C starts leaving makeup
pumps 1A and 1C now running as HPI with discharge valves open to the
250 gpm/loop throttled position.

Note: When HPI is initiated, any discharge valves (MU-V16A,B,C or D)
which may have been previously throttled, are designed to return
automatically to their open position. Based on interviews the
valves on the 1A pump had not been manually throttled closed
up to this point in the incident.

Note: The trip of makeup pump 1B is appropriate action for contro?
logic at this point.

Steam generators appear "dry" based on zero Hot to Cold leg RCS tempera-
ature difference. OTSG pressures have peaked and are dropping radidly..

14

Pressurizer level at 225.7 (207.7)* inches and increasing.

Shift Foreman enters control room and obtains the emergency procedures
for turbine trip, reactor trip, and safeguards actuation, to confirm
that all appropriate actions occurred.

ES bypassed by operator actions. Operator verifies all ECCS equipment
has started normally.
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ITEM

79

80

81

82

83

84
85

DATE' AND TIME

3/28/79

~ 3 1/2 min.

~ 4 min.

4 min.

38 sec.

EVENT DESCRIPTION

Note: Bypass of the ES does not change any ECCS equipment status,
but is required to allow operator to control plant equipment.

Note: Operating procedure allows ES Bypass if RCS pressure and
Pressurizer level have recovered. Pressure had not
recovered at this time.

Note: Operator takes control of MU-Vi6 valves and throttles them as

pressure drops, to prevent MUP runout. (Runout will cause
cavitation and; potentially, pump failure.)

Pressurizer level in high alarm at 266.1". RCDT temperature 1270F, tank
pressure rapidly increasing and stabilizes at approximately 120 psig

for 3 minutes. The reactimeter plot of RCDT pressure exhibits an
oscillatory behavior at 120 psig, similar to what would be expected if
the RCDT safety valve had actuated. The setpoint for the RCDT safety
valve is listed as 150 psig. The actual safety valve setpoint is not
known at this time, but reactor building pressure does start increasing
at about this time.. The operators indicate during interviews that the
RCDT cooling system (a manually initiated system) was in operation

prior to the transient due to relief valve leakage.

Operator throttles MU-V16 valves in attempt to control pressurizer level
increase.
Note: Operator training emphasizes avoidance of "solid" operations.

After MU-V16C&D are fully closed operator trips makeup pump 1C.
pump 1A still running with MU-B16A&B in throttled condition.

Makeup
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. 88

ITEM DATE AND TIME
3/28/79

86

87 4 min. 52 sec.
5 min. 15 sec.

89

90 5 min. 15 sec.+

91

EVENT DESCRIPTION

Note: Based on interviews, operators stated that when the flow from a
makeup pump operating in the High Pressure Injection mode is
throttled, the operators do not reduce flow below approximately
100 gpm in order to protect the pump. This minimum flow is
accomplished by shutting the valve in one of the two injection
paths and throttling the flow in the remaining path to 100 gpm.
Based on BWST level changes during the early hours of the inci-
dent, this assertion cannot be supported.

Operator starts second intermediate closed cooling pump in prepara-
tion for putting a second letdown cooler in service, allowing increased
letdown to halt pressurizer level rise. :

Operator restarts condensate pump 1A. Two condensate pumps should now
be running. Operator tries to restart condensate booster pump 2B, but
it trips; probably on Tow suction pressure.

Note: Operators attempting to regain normal condensate and feedwater
flow to pump down condenser, preventing loss of vacuum or turbine
damage on high water level, and to enable use of main feedwater
pumps to feed the OTSGs.

Pressurizer level continues to increase. The operator opens MUP1A
recirculation valve, throttles the HPI flow to minimum and initiates
letdown at a rate in excess of 160 gpm, in attempt to halt the
pressurizer level rise. Orifice and bypass valves are utilized together
with a second heat exchanger now in operation,

Note: At five minutes after the transient, pressurizer level starts
dropping at a rate of approximately 60 inches per minute for

IA-16
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ITEM DATE AND TIME
3/28/79

92 5 min. 20 sec.

93 6 min.

94

95 6 min. 24 sec.

EVENT DESCRIPTION

15 seconds. At this same time, an apparent decrease in loop

"A" flow and increasing reactor coolant temperatures are
observed. The pressurizer level rate of change is not in agree-
ment with the actions, system temperature changes, and makeup
pump operation occurring during this period, unless voids exist
in the RCS.

Operator again tries to start condensate booster pump 2B and it
trips again.

Pressurizer level appears lost (bubble lost). RCDT pressure starts
rapid rise above 120 psig to the RCDT safety valve setpoint of approx-
imate]y 150 psig, most probably the result of the open EMOV now
passing liquid versus steam. The combination of full Pressurizer
‘indication and increasing RCS pressure, the result of rising hot

leg temperatures while charging with the one MU Pump, appears to
convince operators that they have a solid plant.

PLANT STATUS

The RCS hot leg temperature and pressure have reached saturation con-
ditions, as indicated by the reactimeter and the wide range RCS
pressure stripchart. The RCS indicated flow rate decreased sharply,
suggesting a reduction in reactor coolant density. The O0TSGs had
boiled dry as indicated by a continuously decreasing steam pressure,
while RCS hot leg and cold leg temperatures increased.

Operator again tries to start condensate booster pump 2B and it trips
again.
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ITEM

96

97

98

99

100

101

102

DATE AND TIME

3/28779

6 min. 58 sec.

~ 7 min.

7 min. 29 sec.

~ 8 min.

8 min.

EVENT DESCRIPTION

Operator throttles letdown flow to 71 gpm following high temperature
alarm.

Operators noted plant conditions did not match Emergency Procedures.

Reactor building sump pump (WDL-P-2A) turns on, presumably pumping 140

" gpm from the reactor building sump to the miscellaneous waste holdup

tank (WDL-T-2) via the normally open reactor building isolation valves.
However, tank level records and operator interviews show this tank not
to have changed level significantly during the incident, and there is
reason to believe the sump pump discharge was aligned to the auxiliary
building sump tank (an alternate path). (This tank had a blown rupture
disc which was scheduled for later repair.) These isolatijon valves do
not close on the SFAS signal which initiates HPI. These valves will
close when 4 psig in the reactor building SFAS setpoint is reached.

Note: The reactor building sump pump had started (WDL-P-2A) and run
: for 1 1/2 minutes at 01:23 hours; and at this time the pumping
of the sump was not considered to be abnormal.

Second Shift Supervisor, who was onsite because of start-up in progress
on Unit 1, arrives in Unit 2 control room to assist as necessary.

Note: The availability of a second Shift Supervisor is not required by
Technical Specifications, but he was available due to the pending
startup of Unit 1.

Operator finds OTSG level at 10 inches on the startup range. Operator
considers this level means OTSG is "dry" per his training. Operator -
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EVENT DESCRIPTION

ITEM DATE AND TIME
3/28/79

103

104

105

verifies emergency feedwater pumps are running and examines valve line-
up. Operator finds and announces that EF-V12A & 12B valves are shut.
Position indicating lights on 12A were obscured by a caution tag hanging
from another valve controller. Position indicating lTights for 12B may
have been obscured by operator's body as he leaned over panel. Operator
drives valves open, resulting in dry OTSG being fed with relatively cool
water. Hot and cold leg temperatures drop. RCS pressure, now under
control of loop saturation conditions, follows accordingly.

Note: On 3/23/79, an NRR Operator Licensing Branch (OLB) examiner
conducted examinations and "walked thru" the EFW System. The
valves were open on that day. _ ;

Note: A routine, scheduled surveillance test was performed on the A & |
B electric emergency feedwater pumps on 3/26/79, at approximately
10:00 a.m., by training shift CRO and AO.

ImpTementation of this surveillance test procedure results in
closure of both the 12A and 12B valves, regardiess of which
pump is being tested. The procedure calls for reopening of
the valves, along with ensuring the proper status of at least
three other valves. The procedure for the electric driven
emergency feedwater pumps is insufficiently specific to pro-
vide documentation of valve opening, in that the procedure

does not require individual signoffs for each valve; rather,
the procedural requirement is in sentence form with one sign-
off signifying proper positioning of the vaives. Additionally,
no documentation is available that the ST steps were completed,
with the exception of the completed data sheets.
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ITEM

106

107

108
109

10
111

112

113

114

DATE AND TIME

3/28/19

8+ min.

8 1/2 min.

9 min.

9+ min.

~ 9 1/2 min.

~ 10 min.

EVENT DESCRIPTION

The investigation has not found any evidence of willful closure
of the valves over the period of 3/26/79 to 3/28/79.

Note: The Control Room Operator (CRO) who was on duty in the control
room when the 3/26/79 surveillance was performed, stated during
interviews his specific recollection that he left the 12A & 128

. valves open at the end of the test.

Rapid rise in OTSG pressure observed indicating feed flow to generators.

Confirmed by EFW pump discharge pressure decreasing and "hammering" and
“"crackling" heard from the vibration and loose parts monitor speaker
aligned to listen to "A" OTSG.

Hot leg temperature dropping rapidly at a rate of approximately 110% /hr.

Condensate pump 1A trips. (Analysis would suggest this could only
occur if operator holds start-stop switch of condensate booster pump 2A
in start for at least 10 seconds or pump is tripped by operators
locally.) Memory trip review records that pressurizer level reaches
404.9 inches.

Source Range NI's energized as Intermediate Range NI's drop below 5X10 10
amps.

Turbine bypass valves placed in MANUAL OPEN, because O0TSG pressure
was increasing and valves were not responding.

Plant Nuclear Engineer arrives from Unit 1 and commences routine post-
trip review. Another engineer calls the Unit 2 Superintendent to
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ITEM

115

116

117

118

119

120

121

DATE AND TIME
3/28/79

~ 10 min.

10 min. 19 sec.

10 min. 24 sec.

10 min. 48 sec.

EVENT DESCRIPTION

notify him of the trip, apparently as a routine action with no mention
of anomalous conditions.

PLANT STATUS

The RCS pressure was at saturation conditions with respect to RCS

hot leg temperatures. This was the result of the EMOV remaining open,
high letdown flow rate, throttled high pressure injection isolation
valves and emergency feedwater addition to the 0TSGs. Emergency feed-
water flow had been established to both 0TSG's resulting in increased
steam pressures and rapid RCS cooldown and depressurization.

On-call TMI Duty Officer (then the Unit 2 Superintendent - Technical
Support) called by site personnel. He arrives 40 minutes later.

Second reactor building sump pump (WDL-P-2B) starts. Now pumping
reactor building sump to the auxiliary building at 280 gpm.

Note: Second reactor building sump pump starts based on rising level
in sump at 4.4'.

Operator stops, restarts and stops makeup pump 1A within a 4 second
interval.

Reactor building sump alarms high at 4.65 ft.

Note: A control room operator reported that the sump overflowed (6 feet)
sometime after this point.

IA-21

REFERENCE

1. Reactimeter
2. Plant strip charts

1. Interviews
27, 83

1. Alarm printer

1. Alarm printer

1. Alarm printer

1. Interview 15



ITEM

122

123

124
125

126

127

128

129

DATE AND TIME

3/28/79

10 to 11 min.

11 1/2 min.

11 min. 43 sec.

8 to 12 min.

13 min.

13 min.

EVENT DESCRIPTION

Pressurizer level indication comes back on scale and drops rapidly
(20" in 1 min.), as RCS loop temperatures continue to drop from heat
removed by the 0TSGs. Apparently, the two-phase hot leg water,
received from the surge line, remains separated as it flows through
the pressurizer, giving the external appearance of a reestablished
level indication.

RCDT 8001er 1ntermed1ate cooling temperature indicates offscale
(>2257F).

Note: RCDT at 125 psig and increasing.
Makeup pump 1A restarted.

Pump 1A remains in throttled condition unt11 second HPI initiation at
3 hrs. 23 min. 16 seconds.

Operators attempting to establish 30 inches in each steam generator
per procedure. Level increase in "A" OTSG leads that in "B" 0OTSG.
Interview and records review indicates operators throttled EFW before
reaching minimum steam generator levels to limit RCS pressure and
temperature decrease.

Decay heat (DH) removal pumps 1A and 1B turned of f with RCS pressure
about 1400 psig.

The memory trip review for this period shows that the discharge pressure

of the EFW pumps dropped after the opening of the EF 12A and B header
isolation valves. This drop is appropriate and signifies the start of
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1TEM

130

131

132

133

DATE AND TIME

3/28/79

14 min.

15 min.

EVENT DESCRIPTION

flow to the 0TSG's. However, the discharge pressure increases again
reaching a peak (less than the previous shut-off head) suggesting an
interference with discharge flow. Operator statements differ as to
whether the control valves (EF11A & B) were changed by them, but the
Tow level point in the OTSG's had not yet been reached, inferring that
the ICS should not have automatically modified the EF11A & B position.

RCDT rupture disc blows at a RCDT indicated pressure of 192 psig,
dropping RCDT pressure to approximately 10 psig in 36 seconds. Reactor
building pressure appears to jump one full psi. At this time, to about
1.2 psig pressure rise seen in reactor building.

RCS pressure approximately 1275 psig with c81d leg temperature of approx-
imately 567 F. Saturation pressure for 567 F is 1185 psig.

Note: A review of the control room instruments and alarms and
discussions with operating personnel relative to the RCDT reveals
the following:

1. RCDT pressure is not recorded.

2. RCDT parameters do not alarm on the panels in immediate view
of the operators.

3. To determine there is an alarm on the RCDT annunciators,
operators must clear all audible alarms on the front
panels.

Note: Rupture Disc located on top of tank. Once blown, tank will
fil1l and overflow.
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ITEM DATE AND TIME EVENT DESCRIPTION ' REFERENCE
3/28/79
134 15+ min. Reactor coolant pump related alarms received. (During entire transient 1. Alarm printer
there was a slow reduction in indicated loop flows. These alarms were 2. Reactimeter
received at various times after this point until the pumps were shut down. 3. Interview 6]
4, Interview 5

135 18 min. Fuel handling exhaust monitors show small ramp increase in iodine 1. Plant strip charts
reading. Reactor building exhaust shows factor of 10 increase in
reading. (Instrument location on the lower part of the vertical back
panel would prevent operator standing at front panel from viewing these
trends.)

136 Note: RCS was effectively being degassed into the reactor coolant drain 1. System Descriptions
tank and, when rupture disc blew, gas was released into the
reactor building.

137 RCDT vent lines should isolate at 10 psig automatically; but after
the rupture disc biew, the vent